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SUMMARY

The virtual reality gorilla project is a virtual environment designed to educate middle school students about gorillas, especially their behaviors and social interactions.  This dissertation describes the system, provides details about its construction, and presents the results of an experiment undertaken to determine the effectiveness of a virtual environment as an educational tool for concept acquisition.

CHAPTER I

INTRODUCTION

Overview

The Allure of Virtual Reality


There seems to be something innate in human nature that enjoys sharing the experiences of others, of seeing the world from another viewpoint.  From storytelling around a campfire to reading fiction, people have enjoyed experiencing life vicariously.  Technology has advanced the ability of people to share experiences, real or imagined, with others.  The advent of writing allowed people to share with others who were displaced by distance or time.  Printing allowed many people to share the same experience at once.  Computers have allowed much faster transmittal of stories from person to person.  Computing technology has also allowed humans to begin to experience these stories by means other than the imagination.  Virtual Reality (VR) has been promising people that they will be able to vicariously experience the stories of others through all their senses.  People have been led to expect to experience the Holodeck on Star Trek, when the reality has been much less immersive.


It will be many years before technology advances to the point that the seamless merger of reality and imagination depicted with the Holodeck becomes available.  The question, then, is whether or not VR, in its current incarnation, is useful for anything, and if so, what.  Expectations have been raised in the general population by VR researchers as well as visionaries and quacks, and many of these have been unrealistic.  The VR research community has begun to explore the capabilities of current VR technology together with focusing on prospects for the long-term future.  The research undertaken in this dissertation has focused on the educational potential of virtual reality in its present form.

Virtual Reality Defined


The term “Virtual Reality” has been used to mean many different things, including book reading, interacting with an on line MUD or MOO1, experiencing the world as presented via a CAVE2 or an HMD (head-mounted display), training on a simulator, or using a web browser to interact with a VRML page.  Even restricted to educational applications, there has been a wide divergence of meaning for the term3.  In order to talk intelligently about VR applications, a common definition must first be agreed upon.  For the purposes of the research described below, the term virtual reality will be used in a somewhat restrictive sense to describe only immersive environments in which the view changes with the orientation of the user’s head (so head tracking is used) and in which the real world is minimized or rendered invisible by the images of the virtual world.  Thus, a head-tracked HMD or a CAVE would be an example of a virtual reality environment, while a MUD, a book, or a VRML page would not, at least in the context of the research described below.

Educational Perceptions of Virtual Reality

Task Training


The utility of VR as a tool for certain types of task training has already been proven repeatedly.  When the task to be learned has been too dangerous or too expensive to let the students experiment with the real system (for example, a flight simulator4), or when the task to be learned has needed distance or time translation or scaling (for example, molecular modeling5), then VR has shown itself to be a cost-effective means of providing task familiarization and training.


Even with the high cost of a flight simulator, it has still proven to be more economical to use one than to let a student fly an actual jet.  At the same time, the student has been able to experiment with various failure scenarios, trying different solutions until finding one that does not result in a plane crash, and has then been able to practice that solution until it has become reflexive. As long as the fidelity of the simulation was high, techniques that have been learned in simulation can be effectively used in real life.


The price of graphics hardware has been dropping by orders of magnitude, and VR hardware has also become more cost effective, albeit at a much slower rate.  This has yielded the possibility of lower cost VR systems being built, which has opened the prospects of other educational uses of virtual reality—other task training scenarios besides flight simulation or military training, and perhaps even other uses besides task training.  However, just because a technology has become available, though, does not mean that it should be used.  The question to consider, then, is are such systems as useful for these problems as they are for task training?  Should VR systems be developed and deployed for these areas as well, or are other technologies more appropriate?

VR as Perceived by the Popular Press


Virtual reality’s potential as an educational tool has been garnering a lot of press coverage lately, and an equal amount of controversy.  While long a popular topic in science fiction books and movies (VR systems have been pictured as eggs or coffin-sized drawers in which the user is provided with a simulation that affects all the senses, or as large rooms with deformable floors and walls that provide optical, auditory, tactile and haptic feedback6), and within the more sensationalist journalistic camps, it has lately been getting coverage in mainstream media as well.  Even when the piece was about some other aspect of virtual reality, it almost always included the apparently obligatory mention of the educational possibilities of VR.  For example, The Wall Street Journal, in a front page article about Jaron Lanier stated that “They have visions of Americans working and playing in electronic fantasy worlds that, they say, will transform entertainment, education, engineering, medicine, and many other fields of endeavor---pornography among them.”7  The article provided no details of how VR can transform education, though, but devoted itself to describing VR technology, Jaron Lanier, and VPL.


Similarly, a New York Times article about Jaron Lanier's new company, New Leaf (after the failure of VPL, Inc), quoted him as saying “…it's not pure entertainment.  It's trying to integrate a number of different functions that a developer would be interested in putting in one place, involving new ideas about retail, about education, about services.”8  Once again, this was the only mention of education reported in the entire interview.


The technical press has done a slightly better job, but for the most part has provided few details about how VR could be useful as an educational tool.  For instance, in an article in Computer Bulletin, the authors have stated “Recently there has been much media interest surrounding the field of virtual reality (VR) with representations in the popular and broadsheet press, television, film and literature reporting its potential in diverse areas from medicine to finance; from education to entertainment.”9  They then proceeded to describe how this has led to overblown public expectations, described some of the technological issues that needed resolving, and finally mentioned three possible areas of use for VR.  The closest of these to education was task training, where because of “…ability to remove risks from the training situation, the ability to repeat procedures without incurring large additional cost, and the relaxation of temporal constraints”10, VR was proving useful in task training for aerospace, medicine and engineering.  In other words, VR was useful in education because it provided a better simulation tool.  While this is one useful area of VR application to education, it is hardly the extent of the possibilities!

VR’s Perception in the Educational Community

In the educational community there has also been ongoing discussion as to the utility of VR as an educational tool.  On one side of the controversy are people such as M. D. Roblyer who have claimed that indiscriminate application of new technologies to education was useless and wasteful at best, and actually hindered learning at worst.11 Roblyer argued that we needed a vision of how education would work, and then should see if technology could be useful in bringing about that vision.


Her perception has been that “… we tend to take the backwards approach: here is powerful technology; where can we apply it?”12  Discussing a collection of essays edited by Sloan, she quoted him as stating, ”If widely adapted, virtual reality curriculum will cause two major shifts in the teaching/learning process---neither of which has a solid base of research from which to develop actual software….  How do we ethically and accurately duplicate/create another person, time period, or place?”13


She has warned “When we apply powerful technology solutions without clearly identifying what we want to achieve, we are experimenting with our children's future in ways that may prove difficult to undo…we should first decide what questions we are answering”14 before turning to technology for solutions. She has pointed out that the Holodeck from “Star Trek: The Next Generation” has incredible potential for education--imagine discussing mathematics with Gauss, the American Revolution with Sam Adams and Ben Franklin, or relativity with Einstein--but instead, “…how do the crew members use this powerful device?  The captain uses it to go horseback riding as a break from the pressures of command!”15


She then concluded that “Perhaps the greatest challenge for us in the next century is to face the folly of our desires for quick, technological fixes, and realize that we cannot and should not use technology in every way that we could use it…it's fun to fantasize about the possibilities.  But it would be more rewarding to have a part in building an educational system that works.”16


On the other side of the question are people such as Sandra Helsel, who has agreed that “…serious technological and research questions must be answered before virtual reality is meaningfully available to any profession, including education.”17  However, she was more optimistic about the outcome, and argued that instead of merely allowing students to observe a virtual world, VR would “…make it possible for that user to mentally become another person.”18  She saw the potential of VR to allow students to experiment in worlds where the physical constants were different from those in our own as a great tool for learning by experimentation.  As for the solution to the problem of accurately depicting another time or a once living other person, she thought it to be simply involving historians, anthropologists, educators, psychologists, and other experts when creating a virtual environment for learning.


She went on to state that VR 

…will bring about at least two major changes in the educative process.  Learning via printed symbols in textbooks will shift to learning via simulations.  Secondly, curriculum materials will no longer be predominantly text-based but will be imagery and symbol-based.  Virtual reality has the potential to move education from its reliance on textbook abstractions to experiential learning in naturalistic settings.19
She concluded that VR

… holds much promise for education.  But educators need to become involved now to plan for VR's future development, planning, and use with students.  To date, the agenda for virtual reality has been set by the computer science community and by the numerous VR vendors.  Yet, education has a tremendous wealth of information and experience to bring to VR curriculum.20

Similarly, Holden, in the “News & Comment” section of Science has examined the oft-touted promise of various educational technologies as revolutionary transformers of education, specifically looking at computers in the classroom after two decades of practice.  Although citing a few isolated instances of success, Holden cited several problems with blindly installing technology in the classroom.  Citing Robert Tinker of TERC, she wrote “…although everyone can provide euphoric descriptions of their own programs, there is often less than meets the eye.  Many are guided by no particular educational philosophy, and the results, he says, are ‘no more educational than the local electronics surplus store.’ ”21


In addition to programs not being sound pedagogically, she stated that a second problem is that the technology has been dumped on the teachers without giving them any guidance or training as to how best to use it.  In fact, in some cases computers have been installed in schools without even providing any money for maintenance.  The results of this lack of support, coupled with lackluster educational software applications have led to a backlash against the technology in some cases.


Finally, there is conflict between teachers and educational theorists, and even among educational theorists, as to whether technology, and specifically computers, is even useful in a classroom.  While cognitive science has greatly influenced current educational theory, most teachers were trained in the behaviorist paradigm in which the teacher presents a stimulus, the students respond, and the teacher provides feedback.  The cognitive scientists, on the other hand, argue that their research shows: “people learn new things by attaching them to things they already know; that knowledge must be presented in meaningful contexts; that learning is active, not passive; that individuals have different learning styles.”22 The end result is that students are supposed to learn better, and the new approaches should help them learn higher order thinking skills in the process of their education.


However, even among cognitive scientists there have been differing opinions.  While people such as Alan Kay have called the current educational system “…close to psychological murder on children,”23 Robert Tinker of TERC has agreed that traditional education “…just doesn't get at the tough things--problem solving, independence of thought, collaboration,”24 and Seymour Papert has stated that children develop best if put in charge of their own learning, others strongly disagree.  Andrew Molnar, formerly of the NSF's Advanced Applications of Technology program, has averred that constructionism only works when you “…have bright graduate students and highly motivated teachers.  But otherwise, ‘the constructionist environment is very inefficient and in many cases almost nonproductive.’”25  Similarly, Patrick Suppes of Stanford has stated that there is too much romanticism in current educational thinking.  He said, “…there are few experimental data to justify the leap to many prevailing assumptions.”26  Further, “…there is no evidence whatsoever that ‘discovery-based’ learning”—which he equates with the dubious ‘open classroom’ experiments of the 1960s—“is superior to more prescriptive approaches. ‘What are you going to do, rediscover the wheel?’  …’it's all idle talk…second-order talk by people who like to deal in abstractions.  It's romanticism until somebody produces a sufficiently articulated, detailed theory that is based on a large body of data.’”27


Given that one of the few successes cited was the GTE California SmartClassroom project, costing $220,000 for one 36 student seventh grade classroom28, it should be apparent that installing VR equipment in every classroom in America is not going to happen unless a compelling case can be made for its utility, since there is still disagreement over the utility of even computers in the classroom.  Clearly experimentation needs to be done to determine if and when it is appropriate to use VR for education.

Educational VR as Perceived by VR Researchers


Even among VR researchers there has been disagreement as to the utility of VR as a teaching tool.  Claims as to the efficacy of VR as an educational tool were made in the patent of one of the first commercial VR systems, Morton Heilig’s Sensorama, granted in 1962.29  In it Heilig noted “A basic concept in teaching is that a person will have a greater efficiency of learning if he can actually experience a situation as compared with merely reading about it or listening to a lecture.”30


At the Atlanta VRAIS conference there was a panel of luminaries discussing the educational potential of VR31.  Chris Dede argued that the potential utility was enormous, allowing teachers to, among other things, expose elementary school children to quantum and relativistic effects so that when they studied physics in college, they would find it easier to assimilate relativity and quantum mechanics.  By experimenting first-hand in worlds where things behave counter to intuition about the real world as youngsters, students would develop intuitions about these worlds as well as the physical world.  When they ran into these concepts in their advanced physics classes, they could draw on the intuitions developed as children to help them better understand and problem-solve in quantum mechanical or relativistic universes.


Arguing against VR as an educational tool for anything except the most specialized task training (flight simulators, for instance) was Fred Brooks, who stated that the technology was too expensive, and that in any case, “real reality” was better than virtual reality as a teaching aid.  According to Fred, VR was most applicable to education when the students were being paid while learning, so that their time was seen as being expensive, and when skills mastery was seen to be of high value, such as for pilots, marines, and so on.  As far as other uses go, “…I see little performance/price advantage for VR over other educational technologies for college education, much less secondary; it is rank foolishness to talk about it for elementary education.”32  In an interview with Howard Reingold, Brooks expressed another concern, when he talked about how fractal mountains look realistic but don’t represent the actual terrain:

The potentials for misleading are very great in that kind of instance…fractal mountains are a good clear visual image of an important distinction between realism and truthfulness.  The danger of more and more realism is that if you don’t have corresponding truthfulness, you teach people things that are not so.  In business scenarios, or war games, to the extent that your model of the business world or the war world is not real, you can make the mistake of teaching people very effectively how to apply tactics and strategy that won’t work in the real world.33


Clearly there has been a lot of disagreement about the impact of VR on education in the future.  Questions of whether it will be beneficial, detrimental, or even useful at all have been debated at length by many people from multiple communities.  This is a question that should be resolved quickly as the price of the technology keeps falling, or else schools will again be treated to another debacle similar to that of the introduction of the personal computer to the classroom---lots of hype, lots of money spent, but no significant results to show for this change which was supposed to revolutionize education.


In the next chapter, previous studies of the educational uses of VR technology will be examined, along with a brief overview of work on building virtual creatures.  A basis for justifying the use of VR in education will also be described, using current results from cognitive science.  Chapter 3 describes the construction of the Virtual Reality Gorilla Project, a VR environment aimed at teaching middle school children about gorilla behaviors and social interactions.  In chapter 4, a study that was undertaken to examine the efficacy of the Virtual Reality Gorilla Project will be described, and the results will be presented.  Finally chapter 5 will examine what conclusions might be drawn from the results presented, and will make recommendations about possible next steps for integrating VR into the educational curriculum.

CHAPTER II

BACKGROUND


This chapter examines previous work studying educational uses of virtual reality.  It then provides a brief overview of interactive systems that include artificial creatures as background for building virtual gorillas.  Finally it examines a cognitive science foundation for arguing that VR is a useful educational technology.

Previous Educational VR Systems


Despite the years of hype, it has only been recently that people have started actually building systems to investigate when and how VR might be a useful educational technology.  This section provides an overview of this work.

Youngblut’s Summary of Research


Even though research on VR applications to education has just been getting under way, there have been several interesting studies already.  Youngblut34 provides a reasonably complete summary of the efforts up through 1997.  She did not look at training applications, focusing only on education, although she did include non-immersive VR as well as immersive VR (so VRML web pages are included in her survey).  She also didn’t look at MUDs or MOOs, requiring graphical content before she considered an application to be a VR application.

Brelsford’s Mechanics Virtual Environment

One of the earliest studies of the utility of VR for education was conducted by Brelsford.35  He constructed a simple physics environment, consisting of a pendulum of controllable length and three balls of uniform size but variable mass.  There were many variable parameters including air resistance, gravity, mass, friction, pendulum period, and so on.  Students were either given an hour lecture, or an hour for a lab in the virtual environment (VE) where they had to solve two problems.  Students using the virtual environment were given an initial 20 minute orientation lecture on using the VE, and a 10 minute period in which to study the two problems to be solved, before being immersed in the environment.  Both groups were given a pretest, and then four weeks after the experiment were given a posttest to measure long-term retention of the basic concepts.  The experiment was performed twice, once on a group of junior high students and once on a group of college students.  In both cases the group using the VE had higher retention than the group receiving the traditional lecture.


This seemingly contradicted Wickens result36 where he claimed that working in a virtual environment made training easier and faster, but the long term retention was worse because less effort was expended on building mental models.  However, Wickens was interested in task training (specifically map reading and navigating and building a mental model of the terrain) whereas Brelsford was studying concept acquisition and the construction of intuitions of how the world works.

Virtual Reality Roving Vehicle Project


One of the projects that has impacted the largest audience was the Virtual Reality Roving Vehicle Project (VRRV).37  Initially developed at the HIT lab at the University of Washington, it was extended to cover the state of Nebraska.  All versions were funded by the U.S. West Foundation.  This project used virtual reality to teach K—12 students about virtual reality.  Run initially as a summer camp38 it was then expanded into the Virtual Reality Roving Vehicle Project.


As the VRRV, the project had two phases, both of which involved installing a complete VR system (with HMD, trackers for head and hand, audio, and a hand-held interface “wand”) into a van.39  This was then driven to the participating schools.  The first phase of the project involved going to a school, giving a presentation about VR, and then spending the rest of the day demonstrating commercially produced virtual worlds to a select group of students.  In the second phase, selected classes were allowed to build (with help from the project researchers) their own virtual worlds.  These worlds were organized around a teacher-chosen content area.  Preliminary results indicate that participants who actually constructed virtual worlds learned the content material equally well, regardless of general ability, and ended the experience with consistently better attitudes toward science and computers.

Spatial Algebra


Another system that was proposed by Winn and Bricken (but wasn’t funded, so was never actually implemented) was the Spatial Algebra system.40  Targeted at K—12 students, it addressed the conceptual difficulties some students had mastering basic algebraic manipulations required to transform and solve equations.  In this system, variables and constants were to be represented by boxes, and operations were to be represented by the relative positions of these boxes.  Students would manipulate these boxes instead of the formal symbols of the equation being solved.  The argument was that because the system would be immersive, it would be engaging and motivating; because interaction would be done naturally (by grasping, and so forth), it would be intuitive; because the students would be handling familiar “physical” objects, the system would help them concretize the abstract operations of algebra; and because the system was implemented on a computer, traditional CAI techniques of guided exploration, repetition, and the automating of some procedures would allow the students to focus on the core knowledge to be learned.  One concern about this system is that by substituting the syntax and semantics of physical objects for abstract concepts, the students might extend the analogies in inappropriate directions, and make mistakes based on erroneous intuitions.

ScienceSpace


ScienceSpace41 was a collaborative project between the University of Houston and George Mason University.  Funded in part by NASA, ScienceSpace was a collection of virtual worlds whose intent was to help children understand difficult nonintuitive concepts from physics.  Consisting so far of three virtual worlds, these three environments focused on concepts from mechanics and Newton’s laws of motion (NewtonWorld), electrostatic forces and fields (MaxwellWorld), and on the structure of molecules using various representations (PaulingWorld).


In NewtonWorld, the world consisted of two balls and two walls.  The balls collided with each other and the walls elastically, being constrained to a single dimension, with no gravity or friction.  The student was free to view the interaction from several points, including becoming one of the balls and getting a first person view of the collisions with the other ball.


MaxwellWorld allowed the student to place positive and negative test charges throughout a region to observe the electric field.  Alternatively, the student could interact directly with electric field lines or produce equipotential surfaces.


PaulingWorld was the newest and least developed of the ScienceSpace Worlds.  Here the students could examine molecules using a ball-and-stick visualization, a van der Waals’ sphere representation, wireframes, sticks, or icons.

NICE/RoundEarth


The Electronic Visualization Lab (EVL) at the University of Illinois at Chicago has recently begun experimenting with using their CAVE as an educational tool for young children.  They have constructed a virtual garden in which the children can plant and tend various flowers and vegetables, and learn about gardening and working together.42, 43


Building on their experiences with the NICE project, as it was known, the EVL implemented a new instructional virtual environment, the Round Earth project.44  The goal of this virtual environment was to help teach concepts that were counter-intuitive to the mental model of the world that children had.  The specific focus of the system was on the fact that the earth was round, even though our experience seemed to show that it was flat, and on some of the ramifications that would follow if the earth really were round instead of flat.  In this collaborative environment, one student (the ``astronaut’’) explored an asteroid using the CAVE, while a second student (``mission control’’) saw on an ImmersaDesk not only an image of what the first student is seeing, but also an overview of the asteroid emphasizing its roundness, with an avatar representing the first student.


The next sections looks at research of interest to those building virtual animals

Building Virtual Creatures


Several groups have been doing research and development on building interactive autonomous creatures.  The robotics community has been trying to implement such creatures in hardware, for the most part focusing on low level issues such as locomotion and balance, although they are beginning to look at cooperative behaviors.  The animation community has been working to create creatures that can be directed or scripted which then fill in the low-level motion details to reduce the time required to produce an animation.  Most animation research has focused on animating humans, usually in a non-interactive and only partially autonomous fashion.  The computer games community has been interested in interactive autonomous creatures, although the need for fast action selection and response to the user has precluded the use of all but the most rudimentary AI or physics to date.  Projects in each of these fields that might have some bearing on building interactive autonomous lifelike animals will be reviewed next.

Research Systems


Systems built by the robotics and animation communities that are reported in the literature have been created mainly by research organizations.  Commercial firms that make progress in building interactive, autonomous creatures often either don’t release their work, or if they do, make it available without implementation details, since to do otherwise would be to undermine their competitive advantage.  Therefore the results described below are almost uniformly from research organizations.  Unfortunately, there has been very little reported research in the field of computer games, so that the only information available from that community is what has been gleaned from press releases, from studying the resulting products, and from the few papers presented by the commercial companies at conferences.


Due to the limitations and failures of the top down, sense-plan-act approach for robot locomotion, roboticists began to look for other control paradigms that might allow robots to locomote without having to spend minutes deliberating before each step.  Researchers began experimenting with building a simple set of low level behaviors, and by combining them in a variety of ways, discovered that higher level behaviors would emerge from the interactions.  As a result, most robots now use a bottom up, reactive control mechanism in which planning is relegated to a secondary role, if in fact it has one at all.  Complex behaviors emerge from the interaction of simple low-level control actions with each other and with the environment.  There have been almost as many variations in reactive systems’ robot architectures as there have been roboticists espousing this design philosophy.


Braitenberg’s Vehicles  One of the early proponents of the bottom up, reactive approach was Braitenberg,45 who in a series of thought experiments in 1984 showed that by a few simple connections between sensors and motors, high-level behaviors would apparently emerge.  For instance, with two motors and two sensors, light affinity or light aversion could be exhibited.  He progressed through a series of 14 vehicles, each building on the previous ones, eventually arriving at a robot that could exhibit trains of thought, foresight, and even egotism.  The first few vehicles were actually realizable, but unfortunately the later ones included some fanciful technology that doesn’t exist currently.


Brooks’ Subsumption Architecture  Rodney Brooks, in his seminal 1986 paper46 described the subsumption architecture for robot control.  He argued that the environment was the best place to store knowledge about the environment, and that a simple set of controls, interacting in a complex environment, would result in apparently complex behaviors.  He built his system in layers, where the lower layers handled rudimentary processing, and additional functionality could be added in the higher layers, which could subsume the roles of lower layers by suppressing their outputs, or by inhibiting their inputs.  Using a three-layer architecture he built a robot that could navigate his lab and machine room, avoiding obstacles in the process.  He argued that this approach allowed the system to be built incrementally, while doing something useful almost immediately.  Also, since there was no central control module (the computation was performed in parallel on a loosely coupled network of asynchronous simple processors), the system was more interactive and robust.


Beers’ Artificial Insects  A proponent of studying the lower animals instead of humans to derive robot control architectures has been Randall Beers.  He has argued that “…the behavior of simpler animals has all the ingredients which artificial autonomous agents require in order to flexibly cope with the real world: it is goal-oriented, adaptive, opportunistic, plastic, and robust.”47  Further, he believed that not only was the environment complex, but even simple animals were complex as well, and that it was the complexity of both that gave rise to the varied repertoire of behaviors we have seen even in supposedly simple animals.  “Even C. elegans, a millimeter long worm with only 302 nerve cells (it has less than 1000 cells in its entire body!) has been shown to be capable of associative learning.”48  Starting with a simple cockroach, he designed an artificial cockroach that was capable of locomotion, edge following, wandering, and feeding.  The locomotion controller generated a variety of gaits that mimicked those of a real cockroach, and was robust even under lesioning, degrading gracefully in a fashion similar to that shown by a real cockroach.


Arkin’s AuRA Architecture  Although reactive architectures were developed as a reaction to the problems with a top-down, sense-plan-act style of robot control, they weren’t a panacea.  While they worked for a few low-level behaviors such as locomotion, it proved very hard, starting from the bottom, to push up to a high enough level to actually generate more complex, interesting higher order behaviors such as volitional behaviors (just as it was hard to push far enough down starting from the top to generate efficient low level, reflexive behaviors such as walking or obstacle avoidance).   People then began trying to combine reactive control architectures with planning to see if they could build a more general-purpose controller.


Arkin’s AuRA architecture49 is one of several proposed hybrid architectures.  In his system, a reactive controller based on schema theory is combined with a deliberative hierarchical planner.  After being given the goals, the planner constructs a sequence of path legs, and selects schemas to accomplish the goals.  These are then passed on to the reactive component, which controls the actual motion.  The deliberative component is not activated again unless a failure of one or more goals occurs.


Tyrell’s Action Selection  At a higher level, Tyrrell built a simulator and experimented with action selection mechanisms for his Ph.D. thesis.50  However, in order to simplify his evaluation, he concentrated on individual fitness and deliberately ignored social interactions.  Since the reason for including creatures in virtual environments is the social interactions with each other and the user, his results are useful as idea generators, but not directly applicable to the problem at hand.


The animation community has for the most part focused on motion fidelity at the expense of interactiveness.  Generally frames are rendered off line and only played back in real time.  While this results in some very impressive looking motion, it does so at the expense of not being interactive or spontaneous.


There have been several systems built containing autonomous creatures that react with the users.  Much of the work has involved building human-like actors with varying degrees of realism that the user converses with, plays games with, shares a virtual space with, or interacts with in other human-like ways.  Since one goal of this work was to build intelligent but non-human computer animals, systems that have focused on parts of this particular problem will be described next.


Silas the Dog  The ALIVE project51 in its last reported implementation included a virtual dog that users could interact with.  The interaction paradigm was that of a “magic mirror” where the user was captured by a video camera, his image extracted from a known background, and then composited along with a computer graphics generated model of the dog Silas.  Based on the user’s silhouette, simple gesture recognition was performed, and the dog would make an appropriate response.  The dog also had some internal state so that it could generate spontaneous actions on its own such as bringing the user a ball to indicate it wanted to play, or searching for food.  The behavior control architecture was based on the Hamsterdam system52 and had three layers.53

Woggles  A system under development at CMU and Stanford was the Woggles world of Joe Bates and others.54  Initially developed at CMU, these creatures were designed to exhibit different personalities, and to interact with the other “autonomous” woggles and the user-controlled woggle based on the way they interpreted each other’s actions.  Behaviors were scripted ahead of time and then the scripts were run simultaneously together with the Woggle that the user controlled in real time, and the interactions were allowed to evolve.  Since the focus was on the development of, and reaction to, autonomous emotional behavior, the first interface was a rather clunky mouse driven one based on X11 events.  Thus there was little concern with maintaining a sense of immersion.

Interactive Theater  At Stanford, the Knowledge Systems lab modified the Woggles system for use in their improv project, where kids would script actions between various Woggles, and then let them play out.55  Again, the interface was mouse driven and the children would watch the results of their work on a screen.


Reynolds’ Group Behaviors  Although not interactive with the user, there have also been several animal simulations in which the creatures interact with each other.  Craig Reynolds’ work56 on flocking and herding behaviors of birds, fish, and other creatures has been the basis for a number of movie special effects, from the spiders in Arachnophobia to the wildebeests in Lion King.  A simple system of three rules resulted in reasonable looking flocking behavior:

1.  avoid collisions with nearby flock mates

2.  attempt to match velocity with nearby flock mates

3.   attempt to stay close to nearby flock mates.

Lower numbered rules take precedence over higher numbered ones, so collision avoidance would take priority over flock centering.  In his later work, Reynolds evolved controllers for obstacle avoidance,57 playing tag,58 coordinated group motion in the face of a predator,59 and corridor following.60


Terzopoulos and Tu’s Fish  Another system in which the creatures interact with each other while the user is a passive observer was the fish simulation of Terzopoulos and his students.61  Using a simplified physically based model composed of masses and springs, they evolved controllers to perform swimming locomotion using genetic algorithms, using distance traveled as the fitness function.  Along with a simple vision model, they built a behavior controller with three internal states: hunger, fear, and reproductive desire.  Some of the resulting behaviors looked surprisingly realistic.


Fracchia Whales  Finally there was the work of Fracchia and his students in simulating the feeding behaviors of humpback whales.62  The goal of this project was to use virtual reality to integrate sound and other data to develop a model of how humpback whales actually feed.  Since this behavior occurred in the deep oceans, it was difficult to study in the lab, so in this case, VR provided a way of interacting with various models of feeding behaviors, allowing scientists to see the implications of various assumptions in their models.

Commercial Systems


The computer games industry has a growing interest in autonomous creatures.  Usually to make a game more interesting, the user is competing against several computer-controlled characters instead of just the environment (for instance in racing games, one more often races against other drivers instead of the clock).  Since the intelligence of most opponents is only rudimentary, game designers make the game more challenging by either increasing the number of opponents, or using state information of the environment not currently available to the human player.


Like VR system designers, game designers have been worried about frame rate.  If the graphics aren’t fast enough, players feel less immersed and start noticing details of the interface or the low quality of the graphics—items they would not normally notice when the action is fast and furious and all their attention is focused just on winning the current level.  In fact, one trick game designers use when the character motions don’t look realistic is to play them back rapidly, and while there is a lot of other activity going on on the screen.  The information overload causes the player to note the motion, but not the details of how unrealistic it looks.


While some of the techniques used in game systems can be applied to educational virtual environments, the emphasis on interactivity over realism precludes using many others.  The environment can be simplified and stylized somewhat in educational VR systems, but it must still remain true to life if students aren’t to learn erroneous concepts.  For instance, in a simulation of the solar system and planetary navigation, care must be taken not to erroneously reinforce many students’ thoughts about the relative volume of the planets to that of the solar system.  Many students (and adults as well) think that the planets are much larger than they actually are relative to the radius of their orbits, and many maps of the solar system and orreries reinforce that erroneous concept.  When displaying the view as the student travels from one planet to another, it is useful to emphasize the destination planet so that the student travels in the right direction, and to compress time so that the student doesn’t have to wait the years such travel would actually take.  However, the system must somehow explicitly make it clear to the student that time has been compressed, or that there really aren’t planetary pointers in real space, to help combat the misinformation learned by looking at all the improperly scaled pictures of the solar system in text books or video games.


Fin Fin  The entertainment industry has been a ready consumer of autonomous characters, from the endearingly mindless characters in Warcraft to the always-aggressive monsters in Quake.  Recently, several programs have been introduced in which interacting with the autonomous characters is the whole point of the game, and not collecting treasure or killing everything in sight.  One example has been Fujitsu’s Fin Fin, demonstrated at Siggraph ‘96.  Fin Fin was a half dolphin, half bird creature that interacted with a child through a “SmartSensor” that plugged into a PC’s game port.  This sphere captured audio and motion commands and communicated the input to Fin Fin in his world Teo.  Depending on the user’s tone of voice and amount of interaction, Fin Fin’s personality changed over a gamut ranging from sad and withdrawn to happy, animated, and singing.  Teo had 24 hour days along with seasons and changing weather, and Fin Fin slept for six to eight hours per day. He also often flew away to explore his environment or hunt for food, even when in a happy mood.  Thus Fin Fin was autonomous even though the user’s inputs had some impact on Fin Fin’s actions, and he didn’t always respond directly to what the user was currently doing.


Creatures  A variation on the artificial life emphasis of Fin Fin was Creatures and Creatures 2, from CyberLife Technology63.  In these games, the player started with a small set of eggs for a creature called a Norn.  The goal was to evolve creatures through training and guided breeding that could survive in their world, which teemed with predators and other dangers.  Norn characteristics were determined by their “DNA,” and also by their interactions with the player.  Users bred Norns to enhance survivability characteristics such as intelligence, and could also train them using a teaching machine.  (Some users ignored the stated goals of the game and used the tools to develop paranoid, psychotic, or schizophrenic Norns!)


Petz  Another very popular system has been the Petz system by PF. Magic.  Selling over two million virtual pets so far, the system progressed through four iterations.  The latest version allowed multiple pets to be on screen at once, interacting with each other as well as the user, and also allowed for various pets to breed, producing offspring with a combination of the traits of the parents.64  While originally supporting alien-looking creatures as well as dogs and cats, the later versions focused on dogs and cats.  The Dogz and Catz virtual pets programs allowed the user to feed, punish, groom, train, and otherwise care for and interact with a two and one half dimensional dog or cat.  Through a series of well done keyframes, the user felt as if he were interacting with an attentive, if slightly bumbling, pet.  Even when being ignored, the pet was interacting with the environment in the background.  For instance, if the computer hasn’t been used for a while, the dog had screen saver modes where it marched around the screen as if it were guarding it, where it howled at the moon (the sound was quite penetrating!), and where it gave up on getting attention and settled down to sleep, breathing heavily and snoring.


Pet Robots  For people who wanted a pet but did not have the room or time to devote to an actual dog or cat, Sony developed a dog-like robot called AIBO, which sold out in days in Japan of the planned production run of 3000, even though the cost was over $2000.  Alternatively, if the buyer preferred a cat, Matsushita Electric made a robot cat designed to aid senior citizens with communication and also to allow others to check up on them remotely by checking if they have touched the robot lately or not.65  If interacting with a robot dog or cat was too much, Mitsubishi even made a robotic fish that could only be told apart from the real thing by examining its eyes closely.66  At the cost of around one million dollars for the fish, it’s tank and supporting sensors and computer, the only proposed use to date has been to use it to make an exhibit of extinct sea creatures.

The Rationale for VR as an Educational Technology


Research in cognitive science has given credence to the belief that it is possible to learn by exploring a virtual environment.  Cognitive science has viewed humans as information processing machines.  “Cognitive scientists claim that the human mind can be described as a computing device that builds and executes production-system programs.”67  In this view, then, “…learning is the process by which novices become experts,”68 adding better production rules to their systems.  By providing students with a broader range of experiences, including experiences impossible to have without using a virtual world, due to danger or to time or distance constraints, students would be able to modify and improve their internal production rules so that they would solve subsequent problems more accurately and efficiently.  Memory plays an important part in the learning process.  Human memory is believed to be associative, so that when a person wants to recall a particular item from memory, he accesses it through learned associations with other items in memory.  “When we learn something new about bears or canaries, the information isn’t passively inscribed at the end of our memory tape; rather we integrate the new item into a preexisting schema.”69  Human working memory is rather limited, and when overloaded, incoming information overwrites older information currently in working memory.  The process humans have developed to overcome this obstacle is chunking, whereby several items are combined together and abstracted into one larger item, which then takes only one slot in working memory.


If students were able to interact with virtual environments, this could enable them to build a more diverse collection of associations using the broader range of experiences that VR could provide over the real world.  Having a wider repertoire of associations would enable students to index and access more information when faced with a particular problem, which would enhance their chances of arriving at a solution to the problem.  Since VR would provide a wider range of experiences than students would otherwise be able to obtain, it should enhance their learning in a measurable manner.


From a case-based perspective70, a similar line of argument would provide support for using a virtual environment to enhance learning.  Case-based reasoning has argued that much human problem solving is accomplished either by matching the current problem to a previously known case, or else by modifying a previously known case to match the current problem.  One of the differences between a novice and expert problem solver is the repertoire of cases available to the expert.  Students who have had a wider variety of experiences have more cases to draw from, and have had more practice in modifying cases to solve new problems, so that they are able to more easily solve a wider variety of problems.


By providing a broader range of experiences and an environment in which students can repeatedly practice solving problems, virtual reality has the promise to afford a wider range of learning experiences than could be offered in the real world.  In addition, the ability to repeat scenarios, even dangerous or deadly ones, without harm to the student, allows them to modify their current cases to provide new solutions, and provides new cases to be added to their problem-solving repertoire.  Thus, again, virtual reality has the potential to help educate students in ways that are difficult or impossible to duplicate using other means.

CHAPTER III

BUILDING THE VIRTUAL GORILLA ENVIRONMENT

Design Goals


There was a problem at Zoo Atlanta.  As part of their mission, one of their objectives was the education of the public about the various animals housed there.  It was felt that if people knew more about the animals housed in the zoo, they would be more interested in their plights in the wild and would become proactive about conservation issues.


One of the best exhibits at Zoo Atlanta was the gorilla exhibit.  The habitats had been redesigned to represent a more natural setting in which to display the animals, special viewing areas had been set up from which to view the habitats across a separating moat, and a glassed in area had been made available from which to look directly into the habitat.  In addition, many informational signs were on display in the glassed in area.


However, despite all these accomplishments, the gorilla exhibit at Zoo Atlanta was falling short of meeting its objectives.  It turned out that people were far enough away from the gorillas on exhibit that they could not hear the vocalizations gorillas make, and couldn’t associate them with various gorilla moods.  In addition, the gorillas on exhibit had been carefully introduced and acclimated to each other off exhibit beforehand in order to ensure that there would not be tension or disruptive behavior on exhibit.  This meant, though, that people were not given the opportunity to see the dominance hierarchy 

established, and to see how gorillas interacted with each other when they met—instead, they only saw family groups in which the hierarchy had already been established.  Finally, the gorilla groups only consisted of adults, initially, who did not much more than laze around all day, foraging for food during the afternoon feeding, but otherwise just lying around.  People quickly found that to be boring, and as a result didn’t spend much time at the gorilla exhibit, reading the informational signage or watching the gorillas.


Georgia Tech was approached by the zoo to see if something could be done to address the zoo’s concerns.  After much brainstorming, it was decided that perhaps a virtual environment in which the user was allowed to become a virtual gorilla and go out into a model of the real gorilla habitats and interact with other virtual gorillas might be a solution.  Thus began the Virtual Reality Gorilla Project.  The goal of the project was to allow zoo patrons to learn about gorilla behaviors and social interactions and about issues in zoo design in an interesting and novel manner.  The mechanism chosen was a virtual environment in which the user became a juvenile gorilla and explored gorilla habitat three at Zoo Atlanta, interacting with the other gorillas in the habitat.


Since exploring a virtual environment was a novel experience for most zoo patrons, it was felt that this would help hold their attention at the gorilla exhibit longer than the traditional exhibit had been.  In addition, by becoming a gorilla and interacting with other virtual gorillas, the user could hear gorilla vocalizations in the context in which they would be generated, and could experience gorilla social interactions directly, as they instigated various interactions while exploring the habitat.  It was hoped that giving users a ten to twenty minute exposure to a virtual environment would not only educate them about aspects of gorilla life that would be hard to convey otherwise, but that it would also make them interested in learning more about gorillas, and concerned for the issues involved in gorilla conservation.


Thus the charter for the Virtual Reality Gorilla Project was to provide an environment in which the user could have as “truthful” (to use Fred Brooks’ word) an experience as possible, while keeping it enjoyable and entertaining.  There were many challenges that occurred while building an accurate model of Zoo Atlanta habitat three and of the gorillas that lived within it.  Four will be detailed below.

Gorilla Modeling


In any VR system, one of the paramount concerns has been the issue of frame rate.  If the frame rate was too low, the resulting lag destroyed the sense of immersion, and could make the user physically ill.


Educational VR systems added another concern to those of other VR systems: what Fred Brooks called “truthfulness.”  While a system could try to guide the student's focus, in a truly immersive system, the student would be free to concentrate on whatever aspects of the system he found interesting.  This was one of the key features of virtual environments that would appear to make them such good testbeds for student guided learning.  However, the down side of this was that if the student wasn’t to learn misconceptions, the system should be as realistic as possible in all aspects, so that no matter what the student focused on, the system would accurately portray that aspect.  Since total realism in a virtual world would be impossible, tradeoffs had to be made between realism and frame rate.  This resulted in systems that were simplified representations of the area to be learned, or that didn’t allow extraneous interactions not targeted at the main concept to occur.


In the virtual gorilla environment, it was decided that a frame rate of at least 10 frames per second was necessary to maintain immersivity.  This limit was empirically arrived at based on experience with VR systems used for phobia treatment.71  However, even as the environment was simplified and the polygon count reduced in order to achieve this frame rate, care was taken to ensure that the resulting representations were still factually as accurate as was possible.


The virtual gorillas were created in stages, with the bodies modeled first, then the basic motions generated, and finally, behavior controllers added.  The system was created to be as generic as possible so that with minimal effort (usually by modifying some constants in a file) various parts of the models, motions, or behaviors could be replaced with new ones.  The first step was to create anthropometric gorilla models.  Next, basic motions such as walking, sitting, and lying were created based on actual motions of the gorillas at Zoo Atlanta.  The motions were then modified for such things as terrain following and collision avoidance, and then various layers of behavior control were added.

Gorilla Physical Models


Special care was taken when modeling the gorillas to ensure that body proportions used were scaled to match the environment.  In this way, students could get a feel for how big a real gorilla was and what it's body proportions were, without drawing erroneous conclusions from incorrect size measurements.  Jungers72 provided a formula for calculating approximate limb lengths (upper and lower arm, upper and lower leg)  based on gorilla mass:

y = bxk
where y is the limb length in millimeters, x is the mass of the gorilla in grams, and b and k are constants that depend on the limb length being specified.  Jungers reported the typical mass of a male gorilla as being 169.5 kg for a gorilla gorilla gorilla, based on a study of 21 adult skeletons, and 159.2 kg for a gorilla gorilla beringei, based on 7 skeletons.  Similarly, masses for a female from 18 skeletons were 71.5 kg for a gorilla gorilla gorilla, and, based on 8 skeletons, 97.7 kg for a gorilla gorilla berengei.  For African apes, the constants were determined to be as shown in Table 3-1.  

Table 3-1.  Constants for Computing Gorilla Limb Lengths73

	Body Part
	b
	k

	Humerus
	16.46
	0.272

	Radius
	39.23
	0.181

	Femur
	55.95
	0.156

	Tibia
	56.98
	0.137

	Forelimb

(Humerus + Radius)
	48.75
	0.230

	Hindlimb

(Femur + Tibia)
	111.97
	0.148


Using a mass of 165 kg for a typical male gorilla and a mass of 80 kg for a typical female, the limb lengths shown in Table 3-2 were derived using the formula.

Table 3-2.  Typical Limb Lengths for Adult Gorillas

	Body Part
	Male Length (in mm)
	Female Length (in mm)

	Humerus
	432.1
	354.9

	Radius
	341.5
	302.7

	Femur
	364.5
	325.6

	Tibia
	295.5
	267.6

	Forelimb
	772.7
	654.2

	Hindlimb
	662.7
	595.3

	Radius + Humerus

(should be same as Forelimb)
	777.2
	657.6

	Femur + Tibia

(should be same as Hindlimb)
	660.0
	593.2


As can be seen from Table 3-2, the values given by the formula for the parts of the forelimb and hindlimb sum up fairly closely to those computed from the formula for the forelimb and hindlimb.

Jungers also reported indices for comparing limb proportions between members of closely related taxa.  Using the formulas and constants given for gorilla gorilla, based on 21 males (Table 3-3), a second set of lengths was derived.  These are shown in Table 3-4.  Combining the two sets of values resulted in the limb lengths shown in Table 3-5, which were the lengths used to model the silverback.  Because the various indices were based only on male gorilla measurements, female limb lengths shown in Table 3-2 were used when modeling the female gorilla.

Limb circumferences were difficult to find in the literature, and evidently the Yerkes Primate Research Center considered the information on their gorillas (which made up the largest part of the exhibit at Zoo Atlanta) to be proprietary, because it proved impossible to obtain the measurements from Zoo Atlanta.  Finally Kyle Burks74 was able to provide circumferential data for some of the limbs of various gorilla types, which are shown in Table 3-6.  These measurements were used to scale the virtual gorilla limbs by placing them in a cylinder of the specified diameter, aligning the limb with the cylinder axis, and scaling the limb so that it was just tangent with the inside wall of the cylinder.

Table 3-3.  Gorilla Ratios of Limb Lengths (Based on 21 Adult Males)

	Index
	Definition
	Male Gorilla Value

	Intermembral Index
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	115.6

	Humerofemoral Index
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	Crural Index
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	Forelimb length(mm)

[body weight(g)]1/3
	14.39

	
	Hindlimb length(mm)

[body weight(g)]1/
	12.46


Table 3-4.  Male Gorilla Limb Lengths from Limb Proportions

	Body Part
	Length(mm)

	Humerus
	441.9

	Radius
	355.3

	Femur
	377.4

	Tibia
	312.8

	Forelimb
	690.2

	Hindlimb
	797.2


Table 3-5.  Working Values for Male Gorilla Gorilla Limb Lengths

	Mass
	170 kg

	Humerus
	0.442 m

	Radius
	0.355 m

	Femur
	0.377 m

	Tibia
	0.313 m

	Forelimb
	0.797 m

	Hindlimb
	0.690 m


Table 3-6.  Gorilla Limb Circumferences

	Gorilla Type
	Upper Arm
	Lower Arm
	Thigh
	Calf

	Adult Male
	45
	40
	64
	35

	Adult Female
	33
	27
	48
	29

	Juvenile
	27
	26
	44
	27


For gorilla young, Jungers’ formulae were not guaranteed to be valid.  Measurements for three different gorilla young were obtained from Fossey75, and are given in Table 3-7.

Table 3-7.  Body Measurements for Young Gorillas

	
	3 Month Old Female
	39 Month Old Male
	46 Month Old Female

	Humerus
	127.5 mm
	255 mm
	210 mm

	Radius
	102.5 mm
	220 mm
	210 mm

	Femur
	92.5 mm
	130 mm
	180 mm

	Tibia
	120 mm
	250 mm
	165 mm

	Torso Height
	190 mm
	460 mm
	490 mm

	Head Height
	100 mm
	145 mm
	165 mm

	Head Width
	80 mm
	130 mm
	125 mm

	Hand Length
	90 mm
	155 mm
	150 mm

	Foot Length
	102.5 mm
	172 mm
	167.5 mm


The models generated were simplified as much as possible while maintaining the correct body segment sizes.  The result was a gorilla family whose members are composed of between 2000 and 3000 polygons each, which conveyed the size and shape of each member without too severe a degradation in rendering performance.  Each member was colored a grayish-black approximating the color of gorilla fur.  Although many attempts were made to find and apply a reasonable fur texture, they were uniformly unsuccessful, so no fur textures were used.  In addition to size being a distinguishing feature between the silverback and the female models, the back and hindquarters of the silverback were colored silver, to represent the silver colored fur of the silverback.  For the female model, appropriately distorted hemispheres were added to the chest to represent mammary glands, which are visually prominent on female gorillas.  A comparison of the results to actual gorillas can be seen in Figures 3-1 and 3-2.

Each gorilla model was specified using configuration files that were read when the program was run.  In this way, new or improved models could be incorporated into the program without having to recompile the source code.  Initially, the models were composed of 9 body parts, 8 joints, and 14 degrees of freedom.  This proved inadequate for the range of motions that needed to be executed, so the models were re-specified to have 11 joints and 28 degrees of freedom.  Each body segment had its inner joint centered at the origin in its local coordinate system, and was then translated to the appropriate place relative to its parent object.  This allowed motions to be specified using relative joint angles, making the specification more general than would otherwise be possible.
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	Modeled Silverback
	Actual Silverback


Figure 3-1.  Modeled vs Actual Silverback
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	Modeled Female
	Actual Female


Figure 3-2.  Modeled vs Actual Female

Gorilla Motions

Having generated various accurately proportioned, though simplified, models of gorillas, the next step was to animate them.  At this point, the virtual gorilla environment was just another static architectural walkthrough.  Since one of the goals of the system was to see how well students learned by interacting with virtual creatures, generating realistic gorilla motions was an important goal.  The motions generated were based on those made by the actual gorillas at Zoo Atlanta as observed and recorded on video tape, so as to remain as true to life as possible.


Motion Generation  There are many ways to generate motion for a virtual environment.  These include:

· movies played back as textures

· keyframed motion

· motion capture data

· physically based simulation

For actions at a distance or “canned” action sequences, actual videos of the motions can be used as textures on simple planar polygons.  However, for motion that should respond to user interaction, this approach will not work unless a large number of prerecorded motion snippets are available for piecing together, or unless the possible interactions are constrained to a very limited set of possibilities.

In keyframed motion generation, the designer specifies the body orientation and position at a few important key points.  When the motion is played back, the body positions and orientations for intermediate times between two keyframes are generated by some type of interpolation or by using dynamic simulation.  Motion data can be generated using a modeling and animation package, or using a model of the creature to be animated with instrumented joints, similar to the approach taken with “the monkey”77.  Commercial systems are now becoming available using this approach, where the model of the creature can either be an actual human (this is another method of motion capture), or a series of armatures built to resemble the skeleton of the creature for which motions are being generated.  This approach allows the system builder full control over a creature's motion, but at the expense of being very time intensive and tedious, as well as requiring some skill if the motions are to look natural.

When motion capture is used to generate keyframes, an actor is tracked as he performs the desired motion.  Most current systems use either light-reflecting dots at strategic joint positions, or else magnetic tracker receivers at these locations, to compute the position and orientation of each body part at the system sample rate.  There are several problems with this approach.  Noise in achieving the position and orientation information, due to metal in the environment in the case of magnetic tracking, or to marker occlusion in the case of optical tracking, can mar the realism of the resulting motion.  Even worse, since the motion was captured using a human, it will only look natural for a virtual creature that is proportioned fairly similarly to a human.  Using it for other creatures will require extensive postprocessing and the results will still not be as good as if the motion was generated using a correctly proportioned model.  Finally, the motion generated is constrained to what can be done by the human actor, albeit with additional mechanical support (for swimming motions, for example).

The final method of generating motion data considered here is physically based simulation.  In this method, goal positions are specified by either the animator or a higher level of the software, and then the various body parts try to reach these desired goal positions in the specified amount of time.  Snapshots of the process are taken and used when playing the motion back, or the motion can be generated during playback.  This method generates more realistic looking motion by taking into account the mass and inertia of the various body parts, gravity, and other factors, but has two major drawbacks:  the body parts don't necessarily achieve their goal positions before a new goal is posited, and the method is computationally intensive.

In every case except for the textured movies, the end result is a set of time-stamped body positions that the creature is to achieve.  The sample rate determines whether or not any interpolation is required when the motion is played back in the virtual environment.

For educational simulations in which the student interacts with autonomous, animated creatures, hand-generated keyframes are currently the best general solution.  Since the student needs to interact with the creatures in a wide variety of ways, simple movie textures aren't flexible enough.  Physical simulations are currently extremely tedious and time-consuming to build and getting the joint controllers right is still an art, especially for creatures with many degrees of freedom, and in any case the simulations still require some method for specifying the desired motion (most current systems still use some kind of specialized, hand generated system for specifying desired motions).  Obviously motion capture is not an option, since most creatures won't stand for having trackers or reflective dots attached to various limbs, and even if they would, it is hard to get real creatures to perform repeatedly on command so that the desired data can be generated, while trying to modify motion-captured data from humans to work results in nonrealistic looking motions (check out any movie featuring a gorilla, for instance).  The best option left is keyframing, which while somewhat tedious, is less so than dynamic simulation, and which in the hands of a talented animator can produce lifelike-looking motion.


Motion Playback  Just as there are several methods of motion generation, there are several methods of playing back the motion data to move a virtual creature.  These include:

· movie playback

· dynamic simulation

· keyframe interpolation

· playback with no interpolation

Obviously, movie playback is specific to motion stored as movie textures.

Dynamic simulation can be used as a method of interpolating between keyframes to get smooth, realistic looking motion.  However, it is computationally intensive, and not currently suited for virtual environments unless they contain very few, or very simple creatures.

Instead of using dynamic simulation and computing the physics of the world, simpler interpolation schemes such as linear or spline interpolation can be used between keyframes to generate intermediate frames.  These methods have the advantage of being fast-running, but the disadvantage that the motion can look unnatural unless the keyframes have been repeatedly tweaked.

Finally, if enough frames have been captured so that no interpolation is necessary, the motion can just be played back directly.  This technique is a hybrid of the movie playback and keyframing techniques, since three dimensional models of the motion have to be generated, but they are generated at a rate of 30 frames per second, so that the body can just be posed in each succeeding position.

Given the goal of allowing user interaction in ``real time'' with the autonomous, animated characters, movie playback would require an inordinate amount of memory to hold the movie textures taken from multiple viewpoints and of all possible motions.  Similarly, playing back directly with no interpolation requires a lot of memory to hold all the individual frames, while using dynamics to interpolate between keyframes is currently too slow, as was mentioned earlier.  With the current technology available, the most practical method is keyframe playback using a simple interpolation method.

For the virtual gorilla system, motions were specified using hand generated keyframes taken from videos of actual gorilla motions.  Each keyframe was tagged with a length of time to be taken in attaining that position from the previous one.  Motions were played back using linear interpolation between keyframes, based on the amount of time to be 

Motion Modification  To be generally useful, the basic keyframes required several modifications and additions.  Simply playing back keyframes would force the creatures to always be facing in the same direction each time a particular action was taken, and would require uniformly flat terrain.  Since the gorilla habitats (along with many virtual worlds modeled on the real world and not man-made objects) were not flat, adaptation of the keyframes to take varying elevations into account was necessary.

Types of Terrain Following  All motions of autonomous, animated creatures can be categorized as one of three types, based on body orientation and the environment's effect on it:

· ballistic motion

· center-of-mass (COM) adjusted

· surface contact adjusted

In ballistic motion, the body position and orientation are not affected by the ground at all, except that contact with the ground terminates ballistic motion, and the vertical height is adjusted by an offset based on the height of the ground when contact was lost.  The motion of a squirrel bounding over the ground is an example of this.  Once the squirrel has jumped and is no longer in contact with the ground, the ground no longer has any impact on the position or orientation of the squirrel, except to provide an offset based on the elevation of the takeoff point.  The trajectory the squirrel follows (neglecting air resistance) is based solely on gravity, and is a parabola, offset by the elevation of the point at which its feet left the ground.

For COM adjusted motion, the center of mass is offset by a specified amount above the elevation of the terrain at the spot over which the center of mass sits.  Even though the position is adjusted based on the current elevation, the body orientation is not affected.  An example of this type of motion is standing on two feet on the side of a hill.  When one stands on the side of a hill, the body is aligned vertically instead of perpendicularly to the face of the hill.  The center of mass needs to be offset so that the feet are just touching the ground, but the body orientation should not be changed from the vertical.

Body contact sites can be approximately specified for the motion performed on level ground.  The location of these points can be easily determined by adding invisible objects to the model at these positions.  While the approximation becomes less exact the more uneven the terrain becomes, it is still a reasonable one in most cases, given the alternative of doing collision detection between the creature and the surface.

Inverse kinematics can be used here to adjust joint angles as necessary to have the body contact sites in contact with the ground touch the ground without penetrating it.

For surface contact adjusted motion, each point of contact with the surface is offset so that it rests on the surface of the ground instead of above or below it.  A dog standing on all fours is an example of this kind of motion.  The position of each foot is adjusted so that it just rests on the ground.  If the dog is standing on level ground, its back is horizontal.

If the dog is standing on a hill with its front legs uphill from its back legs, its back is angled up from the horizontal, but is still parallel to the ground.

When initially building the virtual gorilla system, the above categorization hadn't been as clearly delineated as yet, so instead of using a flag to indicate which of the three types each motion was, a combination of the second and third techniques was used when modifying gorilla motions.  In future revisions of the system, the types of motion should be separated and identified, and the system should be modified to handle each appropriately.

Methods for Height Finding  All of the above mentioned motion modification techniques required the ability to rapidly determine the elevation of the terrain at a given point or points.  This eventually boiled down to a ray-polygon intersection test somewhere within the system.  There are many different ways of spatially subdividing the environment to speed this up (for example, see Samet’s books on spatial data structures78), but there were some special conditions on this particular problem that make it amenable to some very fast speedups.

In the first place, since it was the ground height that was being determined, the intersecting ray was always vertical.  This simplified the ray-polygon intersection calculation.  Also, since it was the ground height being determined, then only objects composing the ground over which the gorilla moves needed to be considered when doing the intersection testing.  The biggest speedup, though, came from the reasonably confined spatial area that the gorillas were allowed to wander through.  This allowed the imposition of a regular grid over the terrain.  To find which grid square the coordinates of the creature in question lie in was just a matter of simple indexing.  In the current version of the virtual gorilla system, ground heights were precomputed off line at the grid points.  Upon system initialization, these points were read into an array.  Whenever the ground height at any point was to be determined, the coordinates of the four closest points were indexed and bilinear interpolation was used to compute the height at the desired point.  Of course this value was only approximate, but this technique resulted in smooth motion over the terrain, even at discontinuities such as moat walls.  The finer the grid, the more accurately the height was determined, but the bigger the array of height values was.

If the precise height at any point were desired, then the same grid system could be used.  Instead of storing heights at grid points, though, each grid point would point to a linked list of all terrain polygons that lie in the grid square to the right and up from that point.  In this way, ray-polygon tests need only be done on a few polygons to compute the exact ground height at any point.  The finer the grid, the fewer polygons tested, but the more linked lists created.  Since it was convenient to store the terrain as triangles, this allowed the height to be determined using the intersection of a vertical ray with a triangle, a calculation that can be significantly sped up over a general ray-polygon intersection routine.

The same technique for finding ground height was used both for the virtual gorillas as well as for the user, so that all creatures follow the terrain of the habitat.

Encoding Additional Data in Height Fields  The ground height data grid was also used for a secondary purpose.  The grid was rectangular and the coordinates of the four corners were known.  Queries of height for coordinates outside of the grid returned a value indicating that the position was out of range of the legally allowed positions.  Similarly, within the grid, positions that were not allowed also returned a value indicating this.  Since gorillas and the user had different areas that they are allowed to explore, each used its own height field (the user could explore the moats and the interpretive center, for instance, while the gorillas weren’t allowed to do so).  Actually, a third height field containing data for just the interpretive was also used to determine when the user was inside the interpretive center and when he was outside of it, for selecting which background sound to play. 

Corresponding Sounds  Each motion had the possibility of having a corresponding sound, whose index was stored with it in the keyframe table.  As the various body parts positions were interpolated between the various keyframes, the corresponding sound was also played.  In this way, any time the motion for a bluff charge and chest beat, or for warning gaze aversion, for example, was being generated, the corresponding sound was being played.  Each type of gorilla could have its own keyframe table, and so could have its own sound files.  Thus there were warning coughs for male and female gorillas, for instance, that were actual warning coughs by male and female gorillas at Zoo Atlanta.

Motion Transition Tables  Transition between sequences of keyframes was a very important part of producing realistic-looking motion.  There are certain motions that flow fluidly from one to the other, and others that make no sense when interpolated between.  For instance, when interpolating directly between a gorilla lying on its left side and one standing on all fours, the gorilla would appear to rotate while levitating vertically before finally standing, and in the process assume some physically unrealistic postures.  On the other hand, the transition from sitting to standing on all four feet looked smooth and natural.

The solution chosen here was to generate a table of allowed motion transitions.  These were used to specify what motions were allowed given the current motion in progress.  For instance, if a gorilla were lying on its left side and wished to stand on all fours, it would select standing upright as the next desired motion.  Looking this up in the transition table, it would discover that it was impossible to go directly from lying on the left to standing on all fours.  However, the table did more than merely indicate whether a transition was allowed or not, it also suggested the best next motion to choose based on the desired motion.  In the example of switching from lying on the left, the transition table would suggest choosing a sitting position as the next motion.  The system would then interpolate between lying on the left and sitting.

Once the gorilla was sitting, assuming that the desired motion was still standing on all fours, the transition table would indicate that this was an acceptable transition from the sitting position, and the transition would be made.  The end result would be a motion sequence in which the gorilla would first sit up, and then stand up, a much more realistic-looking sequence than the one progressing directly from lying to standing.

Looping Control  The keyframe table was used to store one additional feature: the looping control flags.  Some motions were repetitive, such as walking on all fours, and the keyframe sequence should be looped through in its entirety, over and over again.  Others were done once, such as assuming and holding the pose of sitting.  A flag was added to the keyframe table to indicate which of the two types of keyframe each keyframe sequence contained.  For walking, each keyframe was iteratively cycled through, while for sitting, the pose was assumed and then only the last keyframe was repeated over and over again.

A second looping flag was also used for determining whether audio files were to be played once or looped.  For instance, the happy gorilla sound was a loop of approximately one minute duration, composed of various grunts and silent spaces, that was looped when the gorilla was in a contented pose.  On the other hand, the roar and chestbeat sound was not looped, but was started each time the motion sequence began.  In this way, the chest beat sound could be correlated with the motion of the animated gorilla that generated the sound.

At this point in the process, the system had virtual creatures with a range of motions and sounds.  However, there was no mechanism for choosing the appropriate motion based on the external environment and internal state.  In fact, when the gorilla system was demoed in this state, a trained user would act as the wizard behind the scenes, selecting appropriate behaviors for each gorilla in the environment based on the student's interactions with them.  The action selection problem and a solution for creatures in an educational VE is the topic of the next section.

Specifying Behaviors and Social Interactions


In order to program lifelike gorilla behaviors and social interactions, the behaviors and interactions had to be quantified and encoded as heuristics.  This proved to be amazingly difficult, even for the limited set of behaviors that were chosen to be implemented.  It was necessary to determine the size and shape of the personal space of each type of gorilla, to rank the gorillas in a dominance hierarchy (which was assumed to be linear as a simplifying first order approximation, generally true for small groups of gorillas but not necessarily so for larger groups, or groups with infants), to determine a range of situations that would be modeled between the user and a gorilla and among gorillas, and to determine and describe quantitatively the behavior of each type of gorilla in each type of situation.  Since any gorilla type could interact with any other, and since there were five basic gorilla types, there were twenty five possible sets of interaction behaviors for two gorillas. For larger groups of gorillas all interacting with each other, the number grows exponentially.  Clearly, the behavior modeling task could have gotten out of hand quickly.

Building accurate models of animal behaviors was both easier and harder than building accurate models of human behavior patterns.  On the one hand, as a human, the system architect could use introspection to determine underlying causes for behaviors, enabling generalizations to be made that simplify system design.  For other animals, while ethologists can speculate as to their internal motivations, all that the system architect had to reliably build upon was observations of external behaviors.

On the other hand, animal behaviors appear to be much less complex than human behaviors, so that the behavior control mechanism could be correspondingly simpler, having to deal with fewer, simpler situations. 

Since it was possible only to infer internal state or motivations for non-human creatures, a behaviorist approach to the design of action selection mechanisms for virtual animals made the most sense.  Even if behaviorism turned out to be an incorrect or incomplete scientific theory, it did provide a reasonable basis for building virtual animal behavior controllers, since all the system architect has to work with reliably was observed external behaviors generated as reactions to varying stimuli, as reported in the literature.


The biological literature on gorillas73, 74, 75 was used to generate a set of simplifying assumptions, which were then reviewed and modified by the gorilla experts at Zoo Atlanta to more accurately reflect the information they felt it important to convey to the user.  This was then implemented as a parametrized behavior controller for each gorilla type.  The basic interactions were programmed once, and the parameters were used to customize the interactions for each gorilla type.  Each gorilla type had a behavior control file that specified the sense routine, action selection routine, movement routine, and pose routine to be used for this type, using a table driven dispatch system.  In addition, each behavior control file specified such parameters as how large that type’s personal space was to the front, sides, and rear, how close one had to be before staring was considered rude, and the lengths of time spent in each of the various mood states before transitioning to another state.

The behavior control architecture that seemed the most logical for any type of virtual animal, and that was used when building the virtual gorillas was to take a layered approach, building from the bottom up, in a manner similar to Brooks' subsumption architecture.  However, unlike Brooks' systems which had a potentially infinite number of interacting layers, it turned out that most animal behaviors fell into three distinct types.  Each of these types could be built as a layer, with the higher level behaviors built on top of the lower layer(s).  The three types were the reflexive, the reactive, and the reflective behaviors.  In general, behaviors at a lower level had priority over behaviors at a higher level, and preempted them.

Reflexive  At the lowest level, the reflexive behaviors included such actions as avoiding obstacles.  In the virtual gorilla system, these included the interpretive center, the moats, and the rocks.  These actions were taken in situations that demanded an immediate response, and took priority over any other action.  Even when fleeing from a predator, for example, an animal would avoid running into a rock or tree as it fled, and placing this type of behavior at the lowest level allowed the virtual gorillas to behave similarly.

In the virtual gorilla system, creatures sense objects ahead of them as they are moving, and turn away, turning away at a greater rate the closer the obstacle is to them.  Because obstacles include the moats which form an irregular boundary around the entire environment, simple distance calculations to obstacles are not used, as would be possible if only trees or rocks were to be avoided.  Instead, various spots in front of and to either side of the creature are sampled, and orientation modified based on the results.  This  occasionally proved to be a less than satisfactory solution, since gorillas sometimes still fell into the moat and disappeared, and should be changed in future versions of the system, combining sampling with simple distance calculations in order to build a better representation of the surrounding environment.

Reactive  At the next level, the reactive behaviors were those dealing with interactions among creatures.  For many animal societies, each animal's position in that society determines how the other members interact with that animal.  Although other proposed behavior controllers have focused on predator-prey relationships between species, within a species it is the more subtle dominance-submission relationship that determines animals interactions towards each other.  For the virtual gorillas, if they were not in immediate danger of running into an obstacle, their next concern was whether or not there was the possibility of any interaction with another gorilla.  Gorillas have a fairly well defined personal space, and have rules about who can or cannot violate that personal space.  They also have taboos about staring at other, more dominant gorillas.  Although in large groups the dominance hierarchy can be rather complex and vary depending on the situation, for small groups such as those at the zoo, a simple linear ordering was a reasonable approximation, and that was what was used in the virtual gorilla system.

Whenever a virtual gorilla was determining what to do next, it examined its environment to determine if there were other gorillas trying to interact with it, or if it had initiated an interaction with another gorilla.  If so, then it used the dominance hierarchy to determine the appropriate behavior, and selected that action to perform next.  Thus, if the silverback was chasing the student and the student ran toward a female, the female would stand and move out of the way since the silverback was more dominant.  However, if the student ran toward a female without being chased by the silverback, the female would stand her ground and warn the student (who played the role of a juvenile, and so was lower in the dominance hierarchy) away with gaze aversion and warning coughs.

Reflective  At the third layer of the behavior control architecture, activated only when not preempted by the two lower layers, was the reflective layer.  This controled solitary behavior, such as sitting and thinking or sleeping, solitary play, object manipulation, feeding, and so on.  Because the dominance hierarchy was preeminent for gorillas (as it is for many other species of animals), interactions with other gorillas took precedence over solitary actions.  For example, if a less dominant gorilla was contentedly sitting in one spot and a more dominant gorilla approached, the submissive one would stand and move away, while the more dominant one sat where the less dominant one was sitting.  Such displacement behavior is seen in real gorillas, and was a natural result of the behavior control architecture described here.

At the present, there is a paucity of reflective behaviors for the virtual gorillas.  Currently they just sit or sleep--the problem has been the difficulty of implementing models of other motions.  As the range of reflective behaviors becomes more complex, a more complex controller based on internal state (for example, hunger or fatigue) would be needed to select the appropriate reflective behavior.  However, the basic three tier behavior control architecture should continue to cope satisfactorily with interactions between the layers.

One other problem present in many behavior controllers is that of perseverance.  Pure reactive controllers are prone to dithering and to single goal fixation.  For example if a creature was very hungry and moderately thirsty, many controllers would have it fixate on getting food, passing up the chance to opportunistically drink as it passed by a water source until the more dominant goal of reducing hunger had been attained.  If the stronger goal was blocked (for instance no food is safely available), the creature would become stuck on that goal and not satisfy any of the lesser goals, even if they weren’t blocked.  On the other hand if hunger and thirst were equally strong, simple behavior controllers often dithered back and forth, first starting to eat until hunger drops just below thirst, then starting to drink until thirst drops below hunger, over and over again.  Real creatures will generally take advantage of opportunities to satisfy secondary needs on the way to satisfying the primary one, and will also persevere in an activity, once started, until that particular need is sated.

As more behaviors are added to the virtual gorilla system in future versions, this potential problem needs to be kept in mind.  In the current system, perseverance was handled by requiring cyclical actions such as walking to play out a complete cycle before being preempted.  This way, if a less dominant gorilla stood up and walked off as a more dominant one approaches and sat, it would actually move completely out of the more dominant gorilla's personal space.  (Initially the less dominant one would walk until just outside the more dominant one's personal space, and then immediately start to sit down--which would move it just over the boundary of the more dominant one's personal space.  This would result in a sequence of motions that looked like the less dominant gorilla was trying to scoot away while sitting on its bottom.)

Vocalizations and Audio Annotations

Teaching users about the sounds and meanings of various gorilla vocalizations was seen early on as a potential advantage that a virtual environment might have over the actual gorilla habitats at Zoo Atlanta.  While the habitats at Zoo Atlanta allowed visitors to observe gorillas in reasonably lifelike settings, the gorillas were still far enough away from viewers that it was difficult to hear any vocalizations they made.  The one place where visitors were just a few feet from the gorillas was the visitors’ center, and in this case there was a thick sheet of bank glass separating the gorillas from their observers, which effectively blocked all sounds (except for the gorillas banging on the glass, of course).

Because of their collaboration with the producers of the movie Congo, Zoo Atlanta was given a professionally recorded CD of the vocalizations of the actual gorillas at the zoo.  A copy of this was made available to generate the vocalizations of the virtual gorillas.  These were separated into three categories as representative of the vocalizations of gorillas: contentment vocalizations, vocalizations of annoyance, and expressions of anger.  Contentment vocalizations of the various inhabitants of the zoo were combined into two sequences, one for females and one for silverbacks.  These were looped with appropriate pauses, and played whenever a gorilla was content.  Each loop was between one and two minutes in length, and displayed several different rumbles to the user.  Two samples of warning coughs were provided, one male and one female, which were played whenever one of the virtual gorillas was annoyed with another, or with the user.  Finally, a recording of chest beating and a roar was used as an anger sound by all of the virtual gorillas.  Each virtual gorilla would play back the appropriate sounds indicative of its own mood.  The sounds would also decrease in intensity the farther away the user was from the corresponding gorilla, so that sounds from a gorilla the user was interacting with would dominate the soundscape.

One of the gorilla habitats had a stream that ran down into one of the moats, providing a background sound of water splashing.  A recording of a babbling brook was looped to recreate this, and to provide a background of white noise to help mask out external sounds.

In addition to gorilla vocalizations, early prototype testing showed that having a guide available to talk the user through his experiences enhanced a user’s interaction with the system.  Since it would not always be possible to have a gorilla expert available to talk the user through his explorations, audio annotations were added to the system that were triggered by various user actions.  An introductory audio clip explained briefly to the user how to use gaze directed locomotion, and suggested that he go “through the glass” and out into the gorilla yard.  Other audio annotations explained design features of the habitat such as the rocks and dead trees that were provided for gorilla interactions, and the moats that separated the gorilla habitats.  Still others talked the user through his interactions with the silverback and females in the environment, identifying each type and also naming various gorilla moods and describing appropriate interaction responses to each.  Finally, if the user were too disruptive, he would be removed to a timeout area, after which an audio explanation of the dominance hierarchy would be given and the user would be allowed to start over.  A complete listing of the included audio annotations is included in Appendix C.

Habitat Design

The last area of focus for the virtual gorilla environment was on gorilla habitat design for zoos.  There are several differing philosophies of zoo exhibit design, and the habitats of Zoo Atlanta had some unique features about which the curators wished to educate the public.  Since none of this information was available through the informational signs, this was a unique opportunity for the virtual gorilla environment to prove its usefulness.

The environment model was generated from actual terrain data provided by Zoo Atlanta for its gorilla habitats.  In order to minimize model complexity, a decision was made to concentrate on gorilla habitat 3, the featured habitat of Zoo Atlanta.  This habitat, which was home of Zoo Atlanta’s most celebrated gorilla, Willie B, had the most highly developed viewing areas, including the Gorillas of Cameroon interpretive center, an air conditioned building with a large glass wall through which visitors can look directly out 
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Figure 3-3.  Modeled vs Actual Habitat

into habitat 3.  Figure 3-3 provides a side by side comparison of the actual habitat 3 with the virtual one.

An accurate model of the habitat and the interpretive building was important for two reasons.  First, since part of the intent of the system was to educate users about the habitat and why it was built like it was, it was important that it be modeled as accurately as possible.  Second, since many of the users of the system would have visited Zoo Atlanta and looked at habitat 3 from the interpretive center, an accurate model would increase their sense of immersion, while an inaccurate one would be confusing and less immersive.

The environment model for the exhibit was created using a number of traditional architectural modeling techniques coupled with various optimizing heuristics for implementation in SVE79, the Georgia Tech VR toolkit, by Brian Wills, an architecture graduate student.
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Figure 3-4.  TIN Mesh for Habitat 3

The modeling process began with site measurements, photographs and the original architectural plans.  Topographical data (in 2 foot increments) was used to generate a three dimensional TIN (triangulated irregular network) mesh for the terrain (gorilla habitats and dividing moats).  Figure 3-4 shows the TIN mesh generated for habitat 3.  In addition to the site plans and measurements, final architectural construction documents were used in creating the buildings within the area of focus (the interpretive center and the exterior of the night holding building).  The building and terrain models were created in PC based CAD and modeling packages.  Texture images were scanned and/or custom created for the models with a close attention to limiting their file size, in order to minimize the amount of texture memory used.  Once the area of focus was constrained to the gorilla habitat 3, optimization of the model and texture maps was done using this restriction.

The terrain models were optimized using two types of methods.  First, a general optimization function was run on the terrain to reduce the number of near coplanar surfaces while also retaining as many of the original data points as possible.  A bias of 0.2 and an angle of 5 degrees were used to reduce the faces within modeled gorilla habitat 3 (the area user would be able to explore) and a bias of 0.2 and 10 degrees were used for all other areas.  The moat floor slope was generalized over the entire site and reduced to a single polygon.  The second method used was a ``point of view'' heuristic to delete unseen building and terrain faces.  Within the modeling program, a single, directional light source was used to represent the field of view of the user's eye.  The light was constrained to a boundary similar to the user's available range of movement within the environment.  The light was then manipulated in real time, and cast in all visible directions.  Faces that remained in shadow across all of the possible viewing angles were identified, checked, and removed.

Normal modeling techniques were employed to represent the structures within the defined area of interest to be modeled.  Once the entire site was modeled, removal of unseen faces was performed.  The model that remained was somewhat representative of a design for a theatrical production.  Building walls were reduced to inwardly facing planar boxes. Curved surfaces (rocks, tree trunks, and support structures) were modeled with as few faces as possible, while using applied smoothing angles to remove the boxy look the resulting objects would normally have.  Texture mapping was used whenever possible in order to enhance the realism of the environment while also being able to reducing the  number of polygons used within the model.  Trees were modeled as a trunk and using two perpendicular planes with applied transparency texture maps for the leaves.  This looked reasonable from a distance, although most of the effect was lost when looking up from the base of the tree.  Surrounding vegetation was rendered using applied transparency maps to four curvilinear polygonal surfaces of varied heights.  These surfaces were made by taking the inner surface, scaling it up, and then rotating it so that the tree textures didn't all line up.  This allowed the user to experience a sense of motion parallax when moving through the environment.  The innermost surface was set to be slightly transparent, while the outer surfaces were more transparent.  This simulated the effect of looking through the brush to see the brush behind it, and gave the appearance of looking through the woods on a foggy morning.

A realistic looking sky was added by surrounding the environment by a sphere with a clouds texture mapped onto it.  The axis of rotation was horizontal, and translated below ground so that the poles of the sphere were not visible.  Rotating the sphere slowly around this axis gives the impression of clouds slowly drifting across the sky---a subtle effect that was not usually noticed unless the world was compared directly to an earlier version that had a uniformly gray sky.

Once the model was completed, faces were regrouped into multiple objects that would allow the SVE software to take advantage of visual culling of objects in the scene in order to enhance performance.  The objects and associated textures were then translated into a format compatible with SVE. Final adjustments were made using modeling software on the SGI.

There is an important tradeoff that needs to be made for any virtual environment between polygon count and texture maps.  By modeling details accurately with polygons, fewer and smaller texture maps are needed, but the resulting large polygon count can slow the frame rate down.  Conversely, using textured planes to represent the complicated geometry of distant objects can reduce the polygon count but at the expense of using more texture memory, possibly resulting in texture thrashing.  The optimal mixture depends on the hardware used.  SGI's with hardware texturing generally performed better by using more textures and fewer polygons, as long as total texture memory was not exceeded.  PC's at the time the system was being implemented generally didn’t have texturing hardware that was as efficient or with as much texture memory, and so did better with more polygons and fewer textures, although the latest generation of PC graphics cards is changing this.  For the virtual gorilla system, 6 to 10 or more frames per second were achievable on both SGI's and PC's using a model with just under 10000 polygons in the entire system, and approximately 2.5 megabytes of textures.

One other tradeoff that depends on the rendering system is whether or not to subdivide the model, and if so, by how much.  On both PC's and SGI's, frame rate increased when the model was segmented in a rudimentary fashion, allowing SVE to cull the unseen geometry before shipping it down the rendering pipeline.  However, on HP workstations using the latest PA-RISC chips and Evans & Sutherland Freedom graphics hardware (which used 16 rendering engines in parallel), the framerate doubled when the hardware was allowed to do all the culling, and the entire model was shipped down the rendering pipeline all the time.  Again, this depends on the specific hardware used for the application, and the tradeoffs must be determined by experimentation.

CHAPTER IV

TESTING THE VIRTUAL GORILLA ENVIRONMENT

Qualitative Testing

A prototype of the virtual gorilla environment was field tested at Zoo Atlanta, using students who had been participating in the zoo’s Young Scientist program.  These students, from Westminster School, Trickum Middle School, Midway Elementary School, Slaton Elementary School, and Fayetteville High School in Atlanta, had been coming to the zoo weekly to learn to take behavioral data observations, and to use these observations to draw conclusions about gorilla behavior.  Since these students were already accustomed to visiting the zoo and working with the gorilla exhibit staff, a version of the virtual gorilla environment was taken to Zoo Atlanta and set up in the Gorillas of Cameroon pavilion for the day.  This setup used an SGI Onyx Reality Engine 2 to generate the graphics, and an SGI Indy to generate sounds.  Head tracking was provided by a Polhemus Long Ranger, while video was presented to the user through a Virtual Research VR-4 head-mounted display.  Users input movement commands using buttons on a joystick handle as they stood on a platform under which rested a subwoofer.  Monitors were provided for other students to see what the user was seeing, so that they could make comments or suggestions to the user.  Figure 4-1 presents two views of the prototype system being tested at the zoo.
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Figure 4-1.  Prototype System Test Setup at Zoo Atlanta

From 9:30am until 4:00 that afternoon, a steady stream of kids showed up to test the system.  The reaction of the students that participated in testing that first prototype at the zoo was uniformly positive. Students stated that they thought it was fun, and that they felt like they had been a gorilla.  More importantly, they appeared to learn about gorilla behaviors, interactions, and group hierarchies, as evidenced by their later reactions when approaching other gorillas. Initially they would just walk right up to the dominant silverback and ignore his warning coughs, and he would end up charging at them. Later in their interactions, though, they recognized the warning cough for what it was and backed off in a submissive manner.  They also learned to approach the female slowly to initiate a grooming session, instead of racing up and getting bluff-charged. The observed interactions as they evolved over time gave qualitative support to the idea that immersive virtual environments could be used to assist students in constructing knowledge from a first-hand point of view.

Since each user was free to explore as he wished, with minimal guidance from one of the project staff, each could customize his VR experience to best situate his new knowledge in terms of his pre-existing knowledge base. It was interesting to note that younger students spent more time exploring the environment, checking out the corners of the habitat and the moats and trying to look in the gorilla holding building. Older students spent more time observing and interacting with the other gorillas. Each tailored his experience to his interests and level of maturity, yet everyone spent some time on each of the aspects (investigating the habitats, interacting with the other gorillas).

Also, even though students were free to interact with the environment in novel ways, most users interacted as they would have if they had actually physically been in the real environment. For example, the moats were 12 feet deep, and in the real world most people don't willingly jump into 12 foot deep ditches. Even though the virtual environment was designed to allow users to easily enter and leave the moats, few did. Also, most users avoided running into the rocks on the habitat building wall, or trying to fly through trees, and had to be coaxed up to the top of the rocks in the gorilla yard  initially. It seemed reasonable to infer from this that the students transferred their knowledge of the real world to the virtual one quite easily, and that their sense of immersion was good.

Prototype Revisions

Feedback from these early users, coupled with observations of a variety of other users (from the VR experts of the VRAIS ’98 conference to VR novices such as Newt Gingrich and his staff) suggested changes to the system which could increase its effectiveness.  Some of these were not implementable due to technology limitations, but the rest were effected.

Some students tried to look at themselves after they had moved through the glass of the interpretive center and out into the gorilla habitat.  They were told that when they passed through that barrier that they had “become a gorilla,” and they wanted to examine their gorilla bodies. Since the system had only one tracker to measure head position and orientation, it didn't have enough information to provide reasonably placed arms and legs. Even if enough trackers had been available, though, providing a gorilla avatar raised new issues:  how disorienting would it be to be standing on the demo platform, look down, and see four furry paws on the ground, apparently where your body was supposed to be?  Conversely, how confusing would it be to see one's gorilla avatar behaving as a human being, standing on two feet?  Unfortunately, lack of sufficient trackers precluded investigating this change.

Sound was a very important part of the system, adding realism and also providing additional cues as to a gorilla's internal state (the system provided a range of sounds for contented, annoyed, and angry gorillas). In the first prototype system, though, sounds played continuously at a constant volume, no matter where the gorillas were in relation to the student (even if the student was still inside the interpretive center), due to an inability of the SVE toolkit to control the volume of individual sounds separately.  Students sometimes found the constant volume confusing, hearing a gorilla rumble and looking around for it since it sounded like it was quite close, even though it was further up the hill.  The SVE toolkit was modified so that later versions of the system had sounds that were attenuated using distance, so far away creatures generated lower volume sounds than ones up close.  Ideally the system would use spatialized audio so that the student could not only tell from the sound how far away another gorilla was, but also where it was relative to the student.  This was implementable on the PC version of SVE, but limitations of the SGI sound library prevented it being implemented there, and in fact made the implementation of volume changes with respect to distance technically difficult.  In the interests of cross platform compatibility of the SVE library, spatialized audio was not implemented in the virtual gorilla system.

  Some students expressed disappointment that they were not able to actually touch the other gorillas and feel the fur as they were grooming the female. Actually, interactions in the environment were deliberately structured to minimize the need to touch or physically manipulate objects. Since equipment for generalized haptic feedback does not exist, and in fact, providing any haptic feedback at all is still an open research question, all interactions with the virtual gorillas were designed to occur while they were a short distance away from the user. The only interaction allowed with the terrain was to move at a constant height over it. However, gorillas do interact with their environment, playing with sticks or blades of grass, picking up food from the ground, and occasionally touching each other.  While it would be easy to have a virtual gorilla interact with a virtual object (for example a stick, or a food item), it would be more of a challenge to provide a way for the student to do the same.

Finally, students seemed to do better when they had a knowledgeable guide to talk them through the first few minutes of interaction with the system. It was expected that they would need a quick introduction to how to look and move around in the virtual environment, and so they started out in the virtual interpretive center with someone there to get them used to looking around and moving about inside the building. However, it also proved useful for the guide to remain by their side once they had ventured out into the habitat to answer their questions and talk them through their first interaction with the other gorillas. It was too far outside the students' experience for them to be able to interpret the sounds and head gestures of the other gorillas without someone asking leading questions to connect what they knew with what they were experiencing, even though they had spent several weeks observing gorilla behavior from outside the habitats.

To address this problem, audio annotations were added that explained features of the habitat design and described what the student was seeing in a manner similar to what the human gorilla experts had provided during the early prototype testing.  The initial audio annotations were too verbose, so it was possible for a user to trigger several annotations simultaneously by moving rapidly about the environment.  In later revisions, the audio clips were condensed to present only the most important details, and this helped alleviate the problem of multiple clips playing at the same time.

In addition, mood indicators that could be toggled on or off were added above each gorilla to help users discern a gorilla’s mood based on his posture, actions, and vocalizations.  Green squares, yellow inverted triangles, red octagons, and white pennants were used to indicate contentment, annoyance, anger, or submissiveness, respectively.

Quantitative Evaluation

After several revisions to the system based on qualitative evaluations, a more formal quantitative evaluation was undertaken to determine the effectiveness of VR as an educational technology.  Two multiple choice tests were devised that tested knowledge of gorillas and their behaviors, based on the educational goals of Zoo Atlanta and the educational objectives of the virtual gorilla system.  Each test consisted of 25 multiple choice questions.  The first 10 questions showed pictures of a gorilla or gorillas, and asked the user to identify the type of a particular gorilla in the picture.  The next six questions had the user play a gorilla vocalization and identify the gorilla mood that it reflected.  There was then a question about gorilla habitat design, followed by seven questions about the appropriateness or inappropriateness of various potential gorilla behaviors.  The last question concerned the gorilla dominance hierarchy.  Each test had the same number of each type of question: four silverback identification questions, three female identification questions, three blackback, juvenile, or infant identification questions, four contentment sound questions, one annoyed sound question, one angry sound question, three proximity questions, three gaze questions, and one question about other behaviors, in addition to the habitat and dominance question.  The questions for both tests are listed in Appendix A.

Both tests were presented as web forms to enable the students to repeatedly play the sound clips, examine the photos, and redo their answers as they wished.  Once the students clicked on the submit answers button, their answers were appended to a file named with their subject number, along with information identifying for which test this set of answers was.  The answers of each subject, together with their answers to the post-experiment questionnaire (described below), are given in Appendix B.

An experiment was conducted in which 19 students were given one of the tests and then given the other test directly.  Another 21 students were given one of the tests, then allowed to interact with the virtual gorilla environment for up to 20 minutes, and then given the second test.  The order of the tests was alternated within the two groups, so 9 students took test A and then test B, 10 students took test B and then test A, 10 students took test A, interacted with the virtual environment, then took test B, and 11 students took test B, interacted with the virtual environment, and then took test A.

Two different tests were used in order to try to assess what a student learned about gorillas and their behaviors.   Instead of measuring how many specific answers they had found to the first test questions in the environment when they took the same test a second time, a second test was used that covered the same material in a slightly different fashion.  Since the objective was to determine if the virtual environment promoted learning, and not just finding specific facts, the same test was not used for both pretest and posttest.  Also, tests were alternated between subjects, so the first subject would take test A first and then test B while the second subject would take test B first and then test A.  After completing the experiment, both groups were given a questionnaire to determine how much exposure the subjects had had to virtual environments or gorillas before.  This questionnaire is also included in Appendix A.

Experimental subjects were chosen from among students at Oneonta State, who were offered extra credit in various computer science courses for participating.  Some students were computer science majors, while others were education majors taking a required computer science elective.  The experiment was conducted under the supervision of the Oneonta State Institutional Review Board.  Students were asked to read and sign a consent form explaining their rights as subjects, and were given a copy of this form to take with them when leaving.  They were also told that they could terminate their participation at any time.  In any case, no subject was allowed to remain in the virtual environment for more than 20 minutes, in order to avoid any potentially detrimental effects that might be caused by long-term exposure to a virtual environment.
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The original plan was to have 20 students use the VE and 20 students just take the tests.  However, one of the control group subjects who took test A inadvertently didn’t take test B as well, so his results were not included when computing test statistics.  In addition, two subjects were inadvertently assigned the same number initially, so an extra student completed the test B, VR, test A phase of the experiment.  In the end, nine students took test A and then test B, ten students took test B and then test A, ten students took test A, tried the virtual environment and then took test B, while eleven students took test B, tried the virtual environment, and then took test A.

Figure 4-2.  Pretest Results Distributions

Similarity of the Two Tests

The first item to be determined was how similar the two tests were.  They were constructed to be as identical as possible without actually asking the exact same questions, but this similarity needed to be determined quantitatively before the results for pretest A could be compared to the results of posttest B, and vice versa.   To determine this, the number of correct answers on test A by those who took test A first was compared with the number of correct answers on test B by those who took test B first.  Figure 4-2 shows the distributions of the pretest scores for the two groups:  those that took test A as a pretest and those that took test B as a pretest.  Means are illustrated by the solid circles, and outliers by asterisks.  As can be seen from the figure, there was an obvious difference in the results of the two pretests, that needed to be investigated statistically.

Table 4-1.  Statistical Analysis of the Two Tests

	Pretest
	N
	Mean
	Standard Deviation

	Test A
	19
	9.63
	2.39

	Test B
	21
	11.71
	2.59


Using a two sample t test to compare the means of the two distributions gave the results tablulated in Table 4-1.  This showed that the two means had a difference of just over two questions, with a standard deviation of around 2.5 in each case.  Comparing the two means using the assumption that they are equal and testing with a 95% confidence interval gave a P=0.012, while a 95% confidence interval for the difference of the two means was (-3.68, -0.49).  Therefore, with almost a 99% certainty, the two tests were statistically significantly different, and the hypothesis of comparable tests had to be rejected, so it was not enough just to compare the results of pretests with posttests, but they had to be separated out as to which test was taken as pretest as well.  In other words, instead of comparing posttest to pretest differences of those who interacted with the virtual environment with those that did not, it was now necessary to compare those who took test A first and interacted with the virtual environment with those that took test A first and didn’t interact with the virtual environment.  Similarly, those that took test B first and interacted with the virtual environment need to be compared to those that took test B first and didn’t use the virtual environment.

One other item of note: no matter the order the tests were administered, none of the subjects answered question 25 correctly on test A, while all of the subjects answered question 25 correctly on test B.  This question asked in one instance which was the most dominant gorilla of a list, and in the other which was the least dominant gorilla of the same list.  Since subjects always identified the most dominant gorilla correctly and never identified the least dominant gorilla correctly, this question was included when computing statistics for test totals, but was not analyzed by itself.

Test A Pretest Analysis
There were 9 subjects who took test A as a pretest and then took test B immediately afterwords, and there were 10 subjects who took test A as a pretest, interacted with  the virtual environment, and then took test B.  To compensate for different incoming levels of gorilla knowledge, an analysis was done of the difference in scores between test A and test B under the assumption that those who knew more about gorillas initially would do better on both tests, so that the difference in scores would help cancel this difference in incoming knowledge.  Overall test scores were analyzed, as well as scores for each different type of question.  The statistical results are summarized in Tables 4-2 and 4-3, while Table 4-4 provides a brief description of each test task.

Table 4-2.  Mean and Standard Deviation of (Posttest B – Pretest A)

	Test Task
	VR?
	N
	Mean
	Standard Deviation

	Silverback ID
	N
	9
	0.56
	1.24

	
	Y
	10
	0.60
	1.26

	Female ID
	N
	9
	1.667
	0.707

	
	Y
	10
	1.10
	1.29

	Other Gorilla ID
	N
	9
	-0.33
	1.22

	
	Y
	10
	-0.40
	0.996

	Silverback + Female ID
	N
	9
	2.22
	1.09

	
	Y
	10
	1.70
	1.42

	Gorilla ID
	N
	9
	1.89
	1.17

	
	Y
	10
	1.30
	1.64

	Contented ID
	N
	9
	0.556
	0.882

	
	Y
	10
	0.70
	0.675

	Annoyed ID
	N
	9
	-0.111
	0.601

	
	Y
	10
	0.50
	0.707

	Angry ID
	N
	9
	0.111
	0.333

	
	Y
	10
	0.80
	0.422

	Vocalizations ID
	N
	9
	0.566
	0.882

	
	Y
	10
	2.00
	1.05

	Habitat
	N
	9
	0.111
	0.601

	
	Y
	10
	0.40
	0.699

	Proximity
	N
	9
	0.33
	1.22

	
	Y
	10
	0.30
	1.16

	Gaze
	N
	9
	0.22
	1.39

	
	Y
	10
	0.10
	1.10

	Other Behavior
	N
	9
	-0.222
	0.667

	
	Y
	10
	0.10
	0.568

	Acceptable Behavior
	N
	9
	0.33
	2.12

	
	Y
	10
	0.50
	1.43

	Total
	N
	9
	3.89
	2.62

	
	Y
	10
	5.20
	3.26

	Adjusted Total
	N
	9
	4.22
	2.73

	
	Y
	10
	5.60
	3.06


Table 4-3.  Confidence Interval and P Value for Hypothesis
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	Min
	Max

	Silverback ID
	0.94
	-1.26
	1.17

	Female ID
	0.25
	-0.44
	1.58

	Other Gorilla ID
	0.90
	-1.02
	1.15

	Silverback + Female ID
	0.38
	-0.70
	1.75

	Gorilla ID
	0.38
	-0.78
	1.96

	Contented ID
	0.70
	-0.92
	0.63

	Annoyed ID
	0.059
	-1.25
	0.03

	Angry ID
	0.0011
	-1.06
	-0.32

	Vocalizations ID
	0.0050
	-2.39
	-0.50

	Habitat
	0.35
	-0.92
	0.34

	Proximity
	0.95
	-1.13
	1.20

	Gaze
	0.84
	-1.12
	1.36

	Other Behavior
	0.28
	-0.93
	0.29

	Acceptable Behavior
	0.85
	-1.98
	1.65

	Total
	0.35
	-4.17
	1.6

	Adjusted Total
	0.32
	-4.19
	1.44


Table 4-4.  Test Task Descriptions

	Test Task
	Description

	
	

	Silverback ID
	 Number of silverbacks correctly identified out of 4 images

	Female ID
	Number of female gorillas correctly identified out of 3 images

	Other Gorilla ID
	Number of blackbacks, juveniles, and infants correctly identified out of 3 images

	Silverback + Female ID
	Number of silverback and female gorillas correctly identified out of 7 images

	Gorilla ID
	Number of gorillas correctly identified as to type out of 10 images

	Contented ID
	Number of contentment vocalizations correctly identified out of 4 sound clips

	Annoyed ID
	Number of annoyance vocalizations correctly identified out of 1 sound clip

	Angry ID
	Number of anger vocalizations correctly identified out of 1 sound clip

	Vocalizations ID
	Number of gorilla vocalizations correctly identified out of 6 sound clips

	Habitat
	Number of habitat questions answered correctly out of 1 question

	Proximity
	Number of questions about acceptable behavior based on proximity answered correctly out of 3 questions

	Gaze
	Number of questions about acceptable behavior based on gaze answered correctly out of 3 questions

	Other Behavior
	Number of questions about other acceptable behaviors answered correctly out of 1 question

	Acceptable Behavior
	Number of questions about acceptable behaviors answered correctly out of 7 questions

	Total
	Total number of questions answered correctly out of 25 questions

	Adjusted Total
	Total number of questions answered correctly out of 22 questions (omitting the 3 questions about identifying other gorillas, since nothing in the environment provided the information needed to answer these)


The statistical analyis revealed a strong trend for VR assisting learning to identify annoyance vocalizations (P=0.059), and statistical significance for learning to identify anger vocalizations (P=0.0011), and gorilla vocalizations in general (P=0.0050), but for all other tasks there was fairly strong to strong evidence to accept the null hypothesis, that there was no improvement on test scores for those who experienced the VR environment between tests and those who did not.

Test B Pretest Analysis
There were 10 subjects who took test B as a pretest and then took test A immediately afterwords, and there were 11 subjects who took test B as a pretest, interacted with  the virtual environment, and then took test A.  To compensate for different incoming levels of gorilla knowledge, an analysis was done of the difference in scores between test B and test A under the assumption that those who knew more about gorillas initially would do better on both tests, so that the difference in scores would help cancel this difference in incoming knowledge.  Overall test scores were analyzed, as well as scores for each different type of question.  The statistical results are summarized in Tables 4-5 and 4-6.  As before, Table 4-4 contains brief descriptions of the test tasks.

Table 4-5.  Mean and Standard Deviation of (Posttest A – Pretest B)

	Test Task
	VR?
	N
	Mean
	Standard Deviation

	Silverback ID
	N
	10
	-0.60
	1.26

	
	Y
	11
	-0.45
	1.57

	Female ID
	N
	10
	-1.20
	1.03

	
	Y
	11
	-1.455
	0.522

	Other Gorilla ID
	N
	10
	0.70
	1.57

	
	Y
	11
	0.55
	1.13

	Silverback + Female ID
	N
	10
	-1.80
	1.40

	
	Y
	11
	-1.91
	1.51

	Gorilla ID
	N
	10
	-1.10
	2.23

	
	Y
	11
	-1.36
	1.75

	Contented ID
	N
	10
	-0.10
	0.994

	
	Y
	11
	0.00
	1.18

	Annoyed ID
	N
	10
	0.00
	0.00

	
	Y
	11
	0.364
	0.505

	Angry ID
	N
	10
	0.20
	0.632

	
	Y
	11
	0.091
	0.539

	Vocalizations ID
	N
	10
	0.10
	1.10

	
	Y
	11
	0.45
	1.44

	Habitat
	N
	10
	0.10
	0.738

	
	Y
	11
	0.091
	0.831

	Proximity
	N
	10
	-0.20
	0.632

	
	Y
	11
	0.64
	1.12

	Gaze
	N
	10
	0.00
	1.41

	
	Y
	11
	-0.18
	1.08

	Other Behavior
	N
	10
	0.20
	0.632

	
	Y
	11
	0.91
	0.539

	Acceptable Behavior
	N
	10
	0.00
	1.49

	
	Y
	11
	0.55
	1.75

	Total
	N
	10
	-1.90
	2.18

	
	Y
	11
	-1.27
	3.38

	Adjusted Total
	N
	10
	-2.60
	1.84

	
	Y
	11
	-1.82
	2.89


Table 4-6.  Confidence Interval and P Value for Hypothesis
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	Min
	Max

	Silverback ID
	0.82
	-1.45
	1.16

	Female ID
	0.50
	-0.53
	1.04

	Other Gorilla ID
	0.80
	-1.12
	1.43

	Silverback + Female ID
	0.87
	-1.23
	1.44

	Gorilla ID
	0.77
	-1.60
	2.12

	Contented ID
	0.84
	-1.10
	0.90

	Annoyed ID
	*
	*
	*

	Angry ID
	0.68
	-0.43
	0.65

	Vocalizations ID
	0.53
	-1.52
	0.81

	Habitat
	0.98
	-0.71
	0.73

	Proximity
	0.049
	-1.67
	-0.00

	Gaze
	0.75
	-0.99
	1.35

	Other Behavior
	0.68
	-0.43
	0.65

	Acceptable Behavior
	0.45
	-2.03
	0.94

	Total
	0.62
	-3.22
	2.0

	Adjusted Total
	0.47
	-2.99
	1.43


* Note that NonVR subjects scored the same on pretest and posttest for this question.

One item to be noted is that in the group that did not experiment with the virtual environment, none of them correctly identified the annoyance vocalization either in the pretest or in the posttest.  This made it impossible to compute a P value, but since more of the VR group did identify the annoyance vocalization after interacting with the virtual environment than before, there is a significant difference between the two groups for this task.

 The statistical analyis revealed statistical significance for VR assisting learning to identify socially acceptable behavior when near other gorillas (P=0.049), and as noted above, apparently for identifying annoyance vocalizations, but for all other tasks there was fairly strong to strong evidence to accept the null hypothesis, that there was no improvement on test scores for those who experienced the VR environment between tests and those who did not.

Posttest A Analysis
One possibility for the lack of significant results was that the differences between Test A and Test B were so large that they swamped any differences between the VR and non-VR groups.  To see if this might have been the case, the posttest results were looked at by themselves, instead of examining the differences between posttest and pretest results.  While this would eliminate the correction for differing initial amounts of knowledge about gorillas, it would also remove the disparity between tests as a factor in the statistical analysis.  This analysis was undertaken next.  Ten subjects took the test A posttest without any interactions with the virtual gorilla environment, while eleven subjects took the test A posttest after exploring the virtual environment.  The statistical results of this analysis are contained in Table 4-7 and Table 4-8.

Table 4-7.  Mean and Standard Deviation of Posttest A Results

	Test Task
	VR?
	N
	Mean
	Standard Deviation

	Silverback ID
	N
	10
	2.10
	0.876

	
	Y
	11
	1.55
	1.21

	Female ID
	N
	10
	0.80
	0.789

	
	Y
	11
	0.727
	0.647

	Other Gorilla ID
	N
	10
	2.00
	1.25

	
	Y
	11
	1.36
	1.12

	Silverback + Female ID
	N
	10
	2.90
	1.20

	
	Y
	11
	2.27
	1.62

	Gorilla ID
	N
	10
	4.90
	1.85

	
	Y
	11
	3.64
	1.43

	Contented ID
	N
	10
	0.60
	0.843

	
	Y
	11
	0.727
	0.905

	Annoyed ID
	N
	10
	0.00
	0.00

	
	Y
	11
	0.455
	0.522

	Angry ID
	N
	10
	0.30
	0.483

	
	Y
	11
	0.273
	0.467

	Vocalizations ID
	N
	10
	0.90
	0.876

	
	Y
	11
	1.45
	1.13

	Habitat
	N
	10
	0.40
	0.516

	
	Y
	11
	0.455
	0.522

	Proximity
	N
	10
	1.30
	0.949

	
	Y
	11
	2.364
	0.505

	Gaze
	N
	10
	1.50
	1.43

	
	Y
	11
	1.545
	0.820

	Other Behavior
	N
	10
	0.90
	0.316

	
	Y
	11
	0.909
	0.302

	Acceptable Behavior
	N
	10
	3.70
	2.00

	
	Y
	11
	4.82
	1.08

	Total
	N
	10
	9.90
	3.14

	
	Y
	11
	10.36
	2.54

	Adjusted Total
	N
	10
	7.90
	3.03

	
	Y
	11
	9.00
	2.19


Table 4-8.  Confidence Interval and P Value for Hypothesis
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	Min
	Max

	Silverback ID
	0.24
	-0.41
	1.52

	Female ID
	0.82
	-0.60
	0.74

	Other Gorilla ID
	0.24
	-0.45
	1.73

	Silverback + Female ID
	0.32
	-0.67
	1.92

	Gorilla ID
	0.10
	-0.28
	2.81

	Contented ID
	0.74
	-0.93
	0.67

	Annoyed ID
	*
	*
	*

	Angry ID
	0.90
	-0.41
	0.46

	Vocalizations ID
	0.22
	-1.48
	0.37

	Habitat
	0.81
	-0.53
	0.42

	Proximity
	0.0075
	-1.79
	-0.34

	Gaze
	0.93
	-1.15
	1.06

	Other Behavior
	0.95
	-0.29
	0.275

	Acceptable Behavior
	0.14
	-2.66
	0.42

	Total
	0.72
	-3.11
	2.18

	Adjusted Total
	0.36
	-3.57
	1.37


* Note that NonVR subjects all missed this question.

Considering just the results of posttest A, statistical significance supports the hypothesis that students learned to identify gorilla annoyance vocalizations, and what was acceptable behavior when in close proximity to another gorilla.  These are the same two areas that showed significance when analyzing the score differences between posttest A and pretest B.

Posttest B Analysis

Nine subjects took the test B posttest without any interactions with the virtual gorilla environment, while ten subjects took the test B posttest after exploring the virtual environment.  The statistical results of this analysis are contained in Table 4-9 and Table 4-10.

Table 4-9.  Mean and Standard Deviation of Posttest B Results

	Test Task
	VR?
	N
	Mean
	Standard Deviation

	Silverback ID
	N
	9
	2.556
	0.726

	
	Y
	10
	2.60
	0.843

	Female ID
	N
	9
	2.222
	0.667

	
	Y
	10
	2.20
	0.632

	Other Gorilla ID
	N
	9
	1.444
	0.527

	
	Y
	10
	0.90
	0.568

	Silverback + Female ID
	N
	9
	4.78
	1.09

	
	Y
	10
	4.80
	1.14

	Gorilla ID
	N
	9
	6.222
	0.972

	
	Y
	10
	5.70
	1.16

	Contented ID
	N
	9
	1.44
	1.13

	
	Y
	10
	1.10
	0.738

	Annoyed ID
	N
	9
	0.111
	0.333

	
	Y
	10
	0.60
	0.516

	Angry ID
	N
	9
	0.111
	0.333

	
	Y
	10
	0.90
	0.316

	Vocalizations ID
	N
	9
	1.67
	1.12

	
	Y
	10
	2.60
	0.966

	Habitat
	N
	9
	0.444
	0.527

	
	Y
	10
	0.80
	0.422

	Proximity
	N
	9
	1.778
	0.833

	
	Y
	10
	2.00
	0.943

	Gaze
	N
	9
	1.778
	0.833

	
	Y
	10
	1.80
	0.632

	Other Behavior
	N
	9
	0.667
	0.50

	
	Y
	10
	0.90
	0.316

	Acceptable Behavior
	N
	9
	4.222
	0.972

	
	Y
	10
	4.70
	1.25

	Total
	N
	9
	13.56
	1.24

	
	Y
	10
	14.80
	2.62

	Adjusted Total
	N
	9
	12.11
	1.45

	
	Y
	10
	13.90
	2.64


Table 4-10.  Confidence Interval and P Value for Hypothesis
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	Min
	Max

	Silverback ID
	0.90
	-0.81
	0.72

	Female ID
	0.94
	-0.61
	0.66

	Other Gorilla ID
	0.046
	0.01
	1.08

	Silverback + Female ID
	0.97
	-1.11
	1.06

	Gorilla ID
	0.30
	-0.51
	1.56

	Contented ID
	0.45
	-0.61
	1.30

	Annoyed ID
	0.026
	-0.91
	-0.07

	Angry ID
	0.0001
	-1.11
	-0.47

	Vocalizations ID
	0.072
	-1.96
	0.09

	Habitat
	0.13
	-0.83
	0.11

	Proximity
	0.59
	-1.09
	0.64

	Gaze
	0.95
	-0.76
	0.71

	Other Behavior
	0.25
	-0.65
	0.19

	Acceptable Behavior
	0.36
	-1.56
	0.61

	Total
	0.20
	-3.24
	0.75

	Adjusted Total
	0.085
	-3.86
	0.28


Analyzing just the results of posttest B, at the 0.05 significance level there was a significant difference after exploring the virtual environment in identifying other gorillas (blackbacks, juveniles, and infants) (P=0.046), in identifying gorilla annoyance vocalizations (P=0.026), and in identifying gorilla anger vocalizations (P=0.0001).  While the results for general vocalization identification (P=0.072) and all test answers with the exception of other gorilla identification (P=0.085) showed a trend, the results are not statistically significant.

These results differ somewhat from the results obtained when comparing posttest B minus pretest A scores, since in that case, the anger and general vocalization identification results showed significance, while the other gorilla identification results were definitely not significant, and the results of the annoyance identification were interesting but not conclusively significant.

Examining the posttest results and comparing them with the analysis of the posttest minus pretest results there are strong similarities, but it becomes more apparent that the test mean disparities are masking some of the differences between VR and nonVR users.

Test A Results Comparisons
One other possible method of analyzing the results is to just consider one of the tests, and to compare the scores of those who took it as a pretest with the scores of those who took it as a posttest.  Assuming the two sample spaces were the same, then this comparison would show if learning occurred when using the virtual environment without needing to compensate in the computation for the differences between the two tests.  This analysis was undertaken next, comparing the population of 19 people who took test A as a pretest with the 11 people who took test A as a posttest after using the virtual environment.  If the test scores were higher after using the virtual environment, that would be another indicator of the efficacy of virtual reality as an educational tool.

The results of this analysis are summarized in Tables 4-11 and 4-12.

Table 4-11.  Mean and Standard Deviation of Test A Results

	Test Task
	Pre or Post?
	N
	Mean
	Standard Deviation

	Silverback ID
	Pre
	19
	2.00
	1.05

	
	Post
	11
	1.55
	1.21

	Female ID
	Pre
	19
	0.842
	0.834

	
	Post
	11
	0.727
	0.647

	Other Gorilla ID
	Pre
	19
	1.53
	1.12

	
	Post
	11
	1.36
	1.12

	Silverback + Female ID
	Pre
	19
	2.84
	1.17

	
	Post
	11
	2.27
	1.62

	Gorilla ID
	Pre
	19
	4.37
	1.34

	
	Post
	11
	3.64
	1.43

	Contented ID
	Pre
	19
	0.632
	0.684

	
	Post
	11
	0.727
	0.905

	Annoyed ID
	Pre
	19
	0.158
	0.375

	
	Post
	11
	0.455
	0.522

	Angry ID
	Pre
	19
	0.053
	0.229

	
	Post
	11
	0.273
	0.467

	Vocalizations ID
	Pre
	19
	0.842
	0.765

	
	Post
	11
	1.45
	1.13

	Habitat
	Pre
	19
	0.368
	0.496

	
	Post
	11
	0.455
	0.522

	Proximity
	Pre
	19
	1.579
	0.838

	
	Post
	11
	2.364
	0.505

	Gaze
	Pre
	19
	1.632
	0.831

	
	Post
	11
	1.545
	0.820

	Other Behavior
	Pre
	19
	0.842
	0.375

	
	Post
	11
	0.909
	0.302

	Acceptable Behavior
	Pre
	19
	4.05
	1.43

	
	Post
	11
	4.82
	1.08

	Total
	Pre
	19
	9.63
	2.39

	
	Post
	11
	10.36
	2.54

	Adjusted Total
	Pre
	19
	8.11
	2.38

	
	Post
	11
	9.00
	2.19


Table 4-12.  Confidence Interval and P Value for Hypothesis
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	Min
	Max

	Silverback ID
	0.31
	-0.47
	1.38

	Female ID
	0.68
	-0.45
	0.68

	Other Gorilla ID
	0.71
	-0.72
	1.05

	Silverback + Female ID
	0.32
	-0.61
	1,75

	Gorilla ID
	0.18
	-0.38
	1.84

	Contented ID
	0.76
	-0.76
	0.57

	Annoyed ID
	0.12
	-0.677
	0.08

	Angry ID
	0.17
	-0.548
	0.11

	Vocalizations ID
	0.13
	-1.43
	0.20

	Habitat
	0.66
	-0.49
	0.32

	Proximity
	0.0035
	-1.29
	-0.28

	Gaze
	0.79
	-0.56
	0.74

	Other Behavior
	0.60
	-0.325
	0.191

	Acceptable Behavior
	0.11
	-1.72
	0.19

	Total
	0.45
	-2.70
	1.24

	Adjusted Total
	0.31
	-2.67
	0.88


Comparing scores on test A taken as a pretest with scores on test A taken as a posttest after exploring the virtual gorilla habitat, the only result of significance is learning about acceptable behaviors when passing close to another gorilla (P=0.0035).

Test B Results Comparisons

In a similar fashion, the scores of the 21 people who took test B as a pretest can be compared to the scores of the 10 people who took test B as a posttest.  These results are summarized in Table 4-13 and 4-14.

Table 4-13.  Mean and Standard Deviation of Test B Results

	Test Task
	Pre or Post?
	N
	Mean
	Standard Deviation

	Silverback ID
	Pre
	21
	2.333
	0.966

	
	Post
	10
	2.600
	0.843

	Female ID
	Pre
	21
	2.095
	0.700

	
	Post
	10
	2.200
	0.632

	Other Gorilla ID
	Pre
	21
	1.048
	0.498

	
	Post
	10
	0.90
	0.568

	Silverback + Female ID
	Pre
	21
	4.43
	1.03

	
	Post
	10
	4.80
	1.14

	Gorilla ID
	Pre
	21
	5.48
	1.17

	
	Post
	10
	5.70
	1.16

	Contented ID
	Pre
	21
	0.714
	0.644

	
	Post
	10
	1.10
	0.738

	Annoyed ID
	Pre
	21
	0.048
	0.218

	
	Post
	10
	0.600
	0.516

	Angry ID
	Pre
	21
	0.143
	0.359

	
	Post
	10
	0.900
	0.316

	Vocalizations ID
	Pre
	21
	0.905
	0.944

	
	Post
	10
	2.60
	0.966

	Habitat
	Pre
	21
	0.333
	0.483

	
	Post
	10
	0.80
	0.422

	Proximity
	Pre
	21
	1.619
	0.805

	
	Post
	10
	2.00
	0.943

	Gaze
	Pre
	21
	1.619
	0.805

	
	Post
	10
	1.80
	0.632

	Other Behavior
	Pre
	21
	0.762
	0.436

	
	Post
	10
	0.90
	0.316

	Acceptable Behavior
	Pre
	21
	4.00
	1.41

	
	Post
	10
	4.70
	1.25

	Total
	Pre
	21
	11.71
	2.59

	
	Post
	10
	14.80
	2.62

	Adjusted Total
	Pre
	21
	10.67
	2.54

	
	Post
	10
	13.90
	2.64


Table 4-14.  Confidence Interval and P Value for Hypothesis
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	Min
	Max

	Silverback ID
	0.44
	-0.98
	0.44

	Female ID
	0.68
	-0.63
	0.42

	Other Gorilla ID
	0.49
	-0.30
	0.59

	Silverback + Female ID
	0.39
	-1.27
	0.53

	Gorilla ID
	0.62
	-1.17
	0.72

	Contented ID
	0.18
	-0.97
	0.19

	Annoyed ID
	0.0088
	-0.931
	-0.17

	Angry ID
	0.0000
	-1.022
	-0.49

	Vocalizations ID
	0.0003
	-2.47
	-0.92

	Habitat
	0.012
	-0.82
	-0.11

	Proximity
	0.29
	-1.12
	0.36

	Gaze
	0.50
	-0.73
	0.37

	Other Behavior
	0.33
	-0.424
	0.15

	Acceptable Behavior
	0.18
	-1.75
	0.35

	Total
	0.0068
	-5.20
	-0.97

	Adjusted Total
	0.0050
	-5.35
	-1.12


Examining these results reveals a significant change between groups in identifying annoyed vocalizations (P=0.0088), angry vocalizations (P=0.0000), and general gorilla vocalizations (P=0.0003).  In addition, there was a significant difference in information known about gorilla habitats (P=0.012), as well as overall in the number of questions answered correctly (P=0.0068) and the number of questions answered correctly, excluding questions about identifying blackbacks, juveniles, and infants (P=0.005).

So what did quantitative testing say about the virtual gorilla environment, and specifically about the use of virtual environments for concept acquisition in education?  This will be examined in the next chapter.

CHAPTER VI

DISCUSSION, CONCLUSIONS AND RECOMMENDATIONS

Analysis of Results

From the statistical calculations in the previous chapter, a mixed bag of results emerges.  Depending on how the analysis is done, different parts of the test return significance.  However, several trends emerge from considering all of the analyses.

Learning to Identify Gorilla Types

In the first place, there was no significant difference in identifying silverbacks or females before exposure to the virtual environment and afterwards.  It would appear that the virtual environment did not improve a subject’s recognition of the two gorilla types in the virtual environment.  The test images of the silverbacks either showed the silvery backs of the gorillas, or provided a view of the gorilla that emphasized its size and musculature.  The test images of the females were chosen because the females’ mammary glands were visible, and because they often had their infants with them in the pictures.  In the virtual environment, the silverback models had silver backs and were larger than the other gorillas, while the females were smaller and had more protuberant chests.

Despite these obvious hints, though, subjects did not improve their gorilla recognition skills after exploring the virtual environment.  While several explanations could be advanced, a look at the models and the development process might provide some insight.  Recall that during development, a strong emphasis was placed on interaction and reasonable frame rates.  There were few gorilla models available (most modeling houses had generic apes or monkeys only) and those that were available consisted of tens of thousands of polygons.  During initial development of the system on an SGI Crimson Reality Engine, the rendering budget allowed a total of around 10000 polygons in order to maintain 6 frames a second.  Future generations of SGI hardware sped the frame rate up to about 25 frames per second, but then the zoo was interested in getting a copy of the system and could only afford a PC.  At the time, the state of the are was a 300 MHz Pentium II running with an nVidia TNT-2 graphics card, and again framerate was a prime consideration, with a 12000 polygon system running at only 4 to 6 frames per second.

Despite these limitations, the zoo still wanted several gorillas to be in the environment at the same time, interacting with each other and the user.  After modeling the habitats, reducing the environment to a single habitat, and minimizing the number of polygons in that habitat, there were enough polygons available for three virtual gorillas of from two to three thousand polygons each.  Gorillas were modeled by starting with the Viewpoint low resolution human model, and scaling the various limbs to match the dimensions of gorilla limbs.  The faces were scaled similarly, and distorted to have the flattened nose and cranial ridge present in gorillas but not in humans.  The models were then run through polygonal simplification several times to reduce the polygon count as much as possible, resulting in very elongated polygons that made further changes to the models difficult.  The end result was gorilla models that had the right physical dimensions, but that only approximately looked like their actual counterparts.

It is possible that the disparities between the virtual gorilla models and images of actual gorillas were large enough that users could not map the significant features from one to the other, and thus did not improve in their gorilla identification task after exposure to the virtual environment.  With the improvements in PC rendering hardware, the polygon budget could be expanded if the system development were starting again today.  However, the paucity of gorilla models on the market and the inaccuracies of those models would still necessitate the use of custom models, with their corresponding expenses.

This lack of improvement in performance of the gorilla identification task does sound a cautionary warning supporting Fred Brooks’ assertion that “truthfulness” is of prime importance in an educational virtual environment.  One reason for the success of flight simulators is that they provide accurate near field models and haptics through the use of accurate physical models of the cockpit.  The physics and aerodynamics of the simulations are also accurate enough that a pilot can be rated to fly an airplane without ever having actually flown in it by training exclusively on the appropriate simulator.  The lesson for the educational use of virtual environments here is that verisimilitude is important, especially in the aspects of the environment that are intended to teach.

Learning to Identify Gorilla Vocalizations

In contrast to learning to identify gorilla types by their physical characteristics, there was statistical evidence that subjects did improve in their ability to identify gorilla vocalizations after exposure to the virtual environment.  Depending on the analysis, significant improvement occurred in recognizing annoyance and anger vocalizations, and at times this improvement was enough that when coupled with the results from the contentment vocalizations, significant improvement resulted in overall gorilla vocalization recognition.

While there was only one anger vocalization and two annoyance vocalizations in the virtual environment, there were several contentment rumbles and chuffs that were looped in sequence.  Because of the wide variation in sound among the rumbles, these appeared harder for students to recognize.

One insight worth noting is that the part of the environment where there was the strongest statistical support for learning occurring was also the part that is the most faithfully modeled on the actual exhibit.  While the visual models were simplified almost to the point of caricature, the vocalizations were actual vocalizations of the gorillas at Zoo Atlanta.  This would appear to argue that the fidelity of the virtual environment is an important factor in determining how much, if any, learning occurs when interacting with it.

Learning about Gorilla Habitat Design

Although there were audio annotations in the environment that specifically addressed the questions on habitat design on the two tests, many users did not trigger those annotations, and so did not take advantage of those learning opportunities.  This is one problem with self-guided exploration in an educational environment:  it is possible for users to miss learning opportunities, depending on how their interests direct their explorations.  This is why most of the analyses did not show any significant improvement in knowledge about gorilla habitats after users had interacted with the virtual gorilla environment.

An issue to be considered when designing future educational virtual environments, then, is how to ensure that the users are exposed to all the educational features that have been so carefully constructed in the environment.  Whether this is done through multiply redundant sources of information, forcing the user along certain paths as part of his exploration of the environment, or through some other method, this is an important question for further consideration.

Learning Socially Acceptable Gorilla Behaviors
There were mixed results as to whether or not the virtual environment facilitated learning about socially acceptable gorilla behavior.  On the one hand, it sometimes seemed as if there were learning occurring about how close one could get to other gorillas before getting in trouble, but the gaze rules and the taboo against staring did not come across as well.  Each gorilla type had a region that it considered as its personal space, and entry into that region would be met with rebuff.  Surrounding that region was a larger region in which staring at the gorilla was considered rude, and would be reacted to appropriately.  Even though this region was roughly three times the diameter of the inner region, the difference in the cause of the annoyance between the two regions was not obvious, and it was not easy to distinguish between a reaction caused solely by staring, and one caused by approaching too closely.  In addition, in virtual environments in general, there is a squashing effect along the axis of gaze, so that far away objects don’t seem as far away as they really are.  This foreshortening effect is partly the effect of the poor quality of head-mounted displays, with their limited resolutions and narrow fields of view, and partly due to the OpenGL rendering pipeline’s use of near and far clipping, and hardware limitations of z-buffers.  In any case, current low end virtual environment technology is not perfect at presenting distances accurately, and so is better for providing information about distances qualitatively instead of quantitatively.

Learning the Gorilla Dominance Hierarchy

Information about the dominance hierarchy was presented through user interactions with the virtual silverback and females (where the user learned from experience that being a juvenile, he was further down the hierarchy than silverbacks or females) and through an audio annotation that played after the user had been put in “time out” for repeatedly interacting in a disruptive fashion with the virtual gorillas.  However, some users never were put in “time out” and hence never heard the corresponding audio annotation.  It is possible that many subjects misread the question since the answer given for both the most dominant and the least dominant out of a list of gorillas was always the silverback.

Conclusions and Future Work

Technology is on the Cusp of Usefulness

So what is the verdict?  Does VR have a place in education, particularly in concept acquisition?  It would appear that while VR technology is currently marginally useful as an educational tool, the rapid advances resulting in improved graphics performance at reduced prices in PCs is paving the way towards a day when the technology will not be the limiting factor.  Although tracking systems and head-mounted displays have not improved nearly as rapidly, either in improved performance or reduced price, there are still enough entrepreneurs around who think that they can provide a viable alternative to more expensive VR equipment that when one vendor goes bankrupt, within a couple of years another will step in to fill its place.  Thus, while the original i-glasses systems that were used for the first tests at Zoo Atlanta are now orphaned products, the VFX3D has appeared on the market at a slightly higher price point, but including built-in tracking.  In addition, the i-glasses have been resurrected and are now being marketed by Virtual Research at a slightly higher price.  In any case, it remains possible to put together a rudimentary VR system whose price is within an order of magnitude of that of a PC.  While that price range precludes VR from becoming as ubiquitous as the classroom PC, it is still within reach of better funded schools and museums.

As an example of the rapid pace of technological improvement, the virtual gorilla system ran at four to six frames per second on an HP high end graphics system, and at up to 12 frames per second on an SGI Crimson Reality Engine.  Today on a PC running a Pentium III at under 1 GHz and using an nVidia GeForce 2 Ultra graphics card, the virtual gorilla environment runs an order of magnitude faster.  Even though this PC was purchased just over a year ago, it is already one generation out of date with the appearance processors that run twice as fast, memory that runs up to four times as fast, and the next generation of GeForce graphics cards.  Reducing the polygon count to the point that there could be trees in the virtual gorilla environment was an accomplishment, even if the trees consisted of two planar polygons with transparent textures.  Today, that same design is now being used for grass and bushes in the computer game Serious Sam 2, while trees are being modeled as complex objects, with many independently moving parts.  In the summer, the gorilla habitats often had high grass that the gorillas could hide or play in, but omitting that was one of the model simplifications that had to be made for the sake of frame rate.  Today that is being modeled using two intersecting textured planes in computer games—in two years, it might be modeled as individual strands of grass.

The Problem of Content

One possible way to integrate VR into the classroom now is to make it an important instructional technology without making it the sole, or even primary one.  It needs to be important and useful enough to justify the cost, but not the sole instructional means, so that each student doesn't need his own, private system.  Given current education theories, VR seems to be a natural method for teaching concepts.  This study supports that conclusion, although not as unambiguously as might be desired due to technological limitations that are currently being pushed back.  

An even more important issue that needs resolving, though, is content creation.  Even by focusing on higher level concepts instead of just facts, it takes a long time to create enough content to cover a unit of instruction.  For instance, one recent attempt to produce a revised middle school math curriculum by a team of math education experts has currently consumed approximately 100 man-years80, and this was just to revise an existing curriculum.  Since developing a curriculum that used immersive VR exclusively would be even more difficult and time consuming, there obviously would be a large initial investment of time and money required before companies could enter the market to provide content for VR educational systems.  However, the lack of such systems precludes companies from being willing to make that investment.  It is the chicken and egg problem all over again:  people won't create content unless there is a need and market for it, but there won't be a need and market for it until there is enough content available to justify the purchase of the VR systems.

Another issue that will need to be overcome as well before VR achieves widespread usage in the classroom is the attitude of the teacher.  One of the problems with putting computers in the classroom was that people claimed that computers would obviate the need for teachers---students would simply go to school and sit in front of a computer all day.  The computer would replace the teacher, tailoring instruction to meet a student's needs and current abilities.  Even realizing that there was no way this would happen, many teachers were still reticent to let technology in their classrooms, since they weren’t proficient at using it, and were afraid of looking stupid in front of their students (especially since many students were more familiar and at ease with technology such as computers or VR equipment than the teachers were!).

These problems (along with others) will have to be overcome before VR becomes the standard method of teaching concepts in the classroom.  In the short term, it will only be in science fiction that students will hop into their totally immersive environment to master some new concept through first-hand interaction.  While the circumstances allow zoos, museums, and other institutions with an educational mission to effectively afford and use a single VR system, it appears that VR won't propagate to the classroom within the next several generations.

However, the model of usage provided by science museums and others is illuminating, hinting at a way VR can be useful in the classroom in the near term.  In a museum there are many exhibits targeted at teaching different material, and no single exhibit is used to the exclusion of everything else.  If there were a way to use a VR system as a tool, but not the exclusive tool, in the classroom, and if there were a way to do so without requiring a VR system for each student, then VR could play an important role in education in the near future.

The Last Word

So is VR a useful educational technology tool for teaching concepts today?  The answer is a qualified yes.  While there are technology challenges that need to be overcome, while there is the problem of generating the necessary content, and while the cost of the hardware is still an issue, virtual environments are already useful enough as educational tools that an argument can be made for their limited deployment.  Since the technology is still relatively novel for the general public, they tend to be forgiving of its limitations while researchers and developers push forward to new and better educational applications of the technology.
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APPENDIX A

SURVEY INSTRUMENTS

Test A

Enter subject number: 

Choose the best answer for each question. When you have answered all questions, please click on the Submit Answers button at the bottom. 
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1. The gorilla pictured standing above is a:

· Silverback 

· Blackback 

· Female 

· Juvenile 

· Infant 

[image: image31.jpg]



2. The gorilla pictured on the right is a:

· Silverback 

· Blackback 

· Female 

· Juvenile 

· Infant 

[image: image32.jpg]



3. The gorilla pictured sitting above is a:

· Silverback 

· Blackback 

· Female 

· Juvenile 

· Infant 

[image: image33.jpg]



4. The gorilla pictured above with another gorilla on its back is a:

· Silverback 

· Blackback 

· Female 

· Juvenile 

· Infant 

[image: image34.jpg]



5. The gorilla pictured sitting above is a:

· Silverback 

· Blackback 

· Female 

· Juvenile 

· Infant 
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6. The gorilla pictured walking above is a:

· Silverback 

· Blackback 

· Female 

· Juvenile 

· Infant 
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7. The gorilla pictured foraging above is a:

· Silverback 

· Blackback 

· Female 

· Juvenile 

· Infant 

[image: image37.jpg]



8. The gorilla pictured above riding on the back of the other gorilla is a:

· Silverback 

· Blackback 

· Female 

· Juvenile 

· Infant 
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9. The gorilla pictured above eating broccoli is a:

· Silverback 

· Blackback 

· Female 

· Juvenile 

· Infant 
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10. The gorilla pictured standing above is a:

· Silverback 

· Blackback 

· Female 

· Juvenile 

· Infant 

For the next series of questions, click on the speaker icon to hear the sound for the question below the icon. 
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11. The mood represented by this vocalization is:

· Contentment 

· Annoyance 

· Anger 

· Submission 

· Fear 
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12. The mood represented by this vocalization is:

· Contentment 

· Annoyance 

· Anger 

· Submission 

· Fear 
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13. The mood represented by this vocalization is:

· Contentment 

· Annoyance 

· Anger 

· Submission 

· Fear 
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14. The mood represented by this vocalization is:

· Contentment 

· Annoyance 

· Anger 

· Submission 

· Fear 
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15. The mood represented by this vocalization is:

· Contentment 

· Annoyance 

· Anger 

· Submission 

· Fear 
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16. The mood represented by this vocalization is:

· Contentment 

· Annoyance 

· Anger 

· Submission 

· Fear 
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17. The moats around the habitat provide:

· A place for gorillas to practice their climbing skills 

· Running water for the gorillas to play in and drink 

· A simulation of the dry river beds in Africa 

· A barrier that doesn't obstruct one's view 

· A shady place to get out of the sun 

For each of the following activities or actions, is the action generally appropriate or inappropriate gorilla behavior for unrelated gorillas?

18. A female walking within one foot of a juvenile

· Socially appropriate gorilla behavior 

· Socially inappropriate gorilla behavior 

19. A female staring at a silverback who is looking back at her from 15 feet away

· Socially appropriate gorilla behavior 

· Socially inappropriate gorilla behavior 

20. A juvenile walking directly towards a female while looking directly at her

· Socially appropriate gorilla behavior 

· Socially inappropriate gorilla behavior 

21. A juvenile staring at a silverback from across the habitat

· Socially appropriate gorilla behavior 

· Socially inappropriate gorilla behavior 

22. A juvenile walking past a female while looking at her and then looking away

· Socially appropriate gorilla behavior 

· Socially inappropriate gorilla behavior 

23. A silverback exploring the rear area of the habitat out of view of the other gorillas

· Socially appropriate gorilla behavior 

· Socially inappropriate gorilla behavior 

24. A juvenile staring at a female while standing 10 feet behind her

· Socially appropriate gorilla behavior 

· Socially inappropriate gorilla behavior 

25. In a gorilla group consisting of an old silverback, an old female, a young adult female, and a juvenile male, which is the least dominant gorilla?

· The silverback 

· The older female 

· The younger female 

· The juvenile 

Submit answers 

Test B

Enter subject number: 

Choose the best answer for each question. When you have answered all questions, please click on the Submit Answers button at the bottom.
[image: image47.jpg]



1. The gorilla pictured standing above is a:

· Silverback 

· Blackback 

· Female 

· Juvenile 

· Infant 
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2. The gorilla pictured sitting above is a:

· Silverback

· Blackback

· Female

· Juvenile

· Infant
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3. The gorillas pictured walking above are:

· Silverback 

· Blackback 

· Female 

· Juvenile 

· Infant 
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4. The gorilla pictured above is a:

· Silverback 

· Blackback 

· Female 

· Juvenile 

· Infant 
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5. The gorilla pictured above is a:

· Silverback 

· Blackback 

· Female 

· Juvenile 

· Infant 
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6. The gorilla pictured walking above is a:

· Silverback 

· Blackback 

· Female 

· Juvenile 

· Infant 
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7. The gorilla pictured walking above is a:

· Silverback 

· Blackback 

· Female 

· Juvenile 

· Infant 
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8. The gorilla pictured being attacked above is a:

· Silverback 

· Blackback 

· Female 

· Juvenile 

· Infant 
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9. The gorilla pictured climbing above is a:

· Silverback 

· Blackback 

· Female 

· Juvenile 

· Infant 

[image: image56.jpg]



10. The gorilla pictured above on the left is a:

· Silverback 

· Blackback 

· Female 

· Juvenile 

· Infant 

For the next series of questions, click on the speaker icon to hear the sound for the question below the icon. 
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11. The mood represented by this vocalization is:

· Contentment 

· Annoyance 

· Anger 

· Submission 

· Fear 
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12. The mood represented by this vocalization is:

· Contentment 

· Annoyance 

· Anger 

· Submission 

· Fear 

[image: image59.jpg]



13. The mood represented by this vocalization is:

· Contentment 

· Annoyance 

· Anger 

· Submission 

· Fear 
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14. The mood represented by this vocalization is:

· Contentment 

· Annoyance 

· Anger 

· Submission 

· Fear 
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15. The mood represented by this vocalization is:

· Contentment 

· Annoyance 

· Anger 

· Submission 

· Fear 
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16. The mood represented by this vocalization is:

· Contentment 

· Annoyance 

· Anger 

· Submission 

· Fear 

[image: image63.jpg]



17. Rocks are placed in the habitat:

· To give the gorillas something to lean against 

· To provide a source of warmth in the winter 

· To give gorillas a place to "display" to gorillas in other habitats 

· A barrier that doesn't obstruct one's view 

· To give gorillas an easily remembered place to bury food for later 

For each of the following activities or actions, is the action generally appropriate or inappropriate gorilla behavior? 

18. A juvenile gazing fixedly at a female while standing 15 feet in front of her

· Socially appropriate gorilla behavior 

· Socially inappropriate gorilla behavior 

19. A female walking within one foot of a silverback

· Socially appropriate gorilla behavior 

· Socially inappropriate gorilla behavior 

20. A silverback walking directly towards a juvenile while looking directly at him

· Socially appropriate gorilla behavior 

· Socially inappropriate gorilla behavior 

21. A female staring at a silverback while standing 10 feet behind him

· Socially appropriate gorilla behavior 

· Socially inappropriate gorilla behavior 

22. A juvenile climbing on a big rock in the habitat

· Socially appropriate gorilla behavior 

· Socially inappropriate gorilla behavior 

23. A juvenile walking past a silverback, and looking at him and then looking away

· Socially appropriate gorilla behavior 

· Socially inappropriate gorilla behavior 

24. A silverback staring at a female from across the habitat

· Socially appropriate gorilla behavior 

· Socially inappropriate gorilla behavior 

25. In a gorilla group consisting of an old silverback, an old female, a young adult female, and a juvenile male, which is the most dominant gorilla?

· The silverback 

· The older female 

· The younger female 

· The juvenile 

Submit answers 

Questionnaire

Subject Number:_________________

Again, thank you for participating in this experiment.  To aid in interpreting the results and to get your feedback, we would ask that you to fill out the following questionnaire .

Debriefing Survey:
Please circle the answer that most accurately represents your situation

1. I have visited the gorilla exhibit at Zoo Atlanta before. 

Never            Once            Twice            Three times         More than 3 times 

2. I have interacted with other virtual environments.  (If so, please list them)

Never            Once            Twice            Three times         More than 3 times

3. I have played first person point-of-view games (such as Quake, Unreal, or Half-Life) before.
Never      Tried them once    A few times      Several times     They are my favorites
4. I prefer games where I play against other people to those where I play against the computer.

Definitely not       Usually not        Depends on game    Usually so    Definitely so

If the experiment involved using a head mounted display and interacting with a virtual world, please answer the following additional questions.

1. The virtual world felt very real to me.

Not at all    Once or twice    Occasionally     Most of the time     I felt like I was there!

2. I think I learned from my interactions with the virtual environment.

Not at all    Very little     Some     

3. I have had previous experience using a head-mounted display.

Never       Once       Twice       Three times      Four or more times

4. I enjoyed interacting with the virtual environment.

Not at all    Very little     Some of the time    It was mostly fun   Very much so

5. I felt uncomfortable while in the virtual environment.

Not at all    Towards the end     After a while     When I started moving   Immediately

If you have any other comments about the virtual environment, the tests, or any other aspects of the experiment, please write them in the space provided below.  Thank you for your participation!

APPENDIX B

RAW DATA

Table B-1.  Subject 200, No VR, Test A Followed by Test B

Test A

Answer to question 01a: e

Answer to question 02a: e

Answer to question 03a: b

Answer to question 04a: c

Answer to question 05a: a

Answer to question 06a: d

Answer to question 07a: d

Answer to question 08a: e

Answer to question 09a: c

Answer to question 10a: a

Answer to question 11a: b

Answer to question 12a: e

Answer to question 13a: d

Answer to question 14a: c

Answer to question 15a: a

Answer to question 16a: b

Answer to question 17a: e

Answer to question 18a: a

Answer to question 19a: b

Answer to question 20a: a

Answer to question 21a: b

Answer to question 22a: b

Answer to question 23a: a

Answer to question 24a: b

Answer to question 25a: a




Test B

Answer to question 01b: b

Answer to question 02b: b

Answer to question 03b: a

Answer to question 04b: a

Answer to question 05b: a

Answer to question 06b: b

Answer to question 07b: c

Answer to question 08b: b

Answer to question 09b: e

Answer to question 10b: c

Answer to question 11b: a

Answer to question 12b: c

Answer to question 13b: d

Answer to question 14b: c

Answer to question 15b: a

Answer to question 16b: a

Answer to question 17b: b

Answer to question 18b: b

Answer to question 19b: a

Answer to question 20b: a

Answer to question 21b: a

Answer to question 22b: a

Answer to question 23b: a

Answer to question 24b: a

Answer to question 25b: a

Table B-2. Subject 201, No VR, Test B Followed by Test A

Test B

Answer to question 01b: a

Answer to question 02b: d

Answer to question 03b: d

Answer to question 04b: d

Answer to question 05b: a

Answer to question 06b: a

Answer to question 07b: c

Answer to question 08b: a

Answer to question 09b: e

Answer to question 10b: c

Answer to question 11b: c

Answer to question 12b: d

Answer to question 13b: b

Answer to question 14b: a

Answer to question 15b: e

Answer to question 16b: b

Answer to question 17b: c

Answer to question 18b: b

Answer to question 19b: b

Answer to question 20b: b

Answer to question 21b: b

Answer to question 22b: b

Answer to question 23b: b

Answer to question 24b: a

Answer to question 25b: a


Test A

Answer to question 01a: e

Answer to question 02a: e

Answer to question 03a: e

Answer to question 04a: c

Answer to question 05a: b

Answer to question 06a: a

Answer to question 07a: d

Answer to question 08a: e

Answer to question 09a: c

Answer to question 10a: a

Answer to question 11a: a

Answer to question 12a: b

Answer to question 13a: c

Answer to question 14a: c

Answer to question 15a: e

Answer to question 16a: d

Answer to question 17a: d

Answer to question 18a: a

Answer to question 19a: a

Answer to question 20a: a

Answer to question 21a: b

Answer to question 22a: b

Answer to question 23a: a

Answer to question 24a: b

Answer to question 25a: a

Table B-3. Subject 202, No VR, Test B Followed by Test A

Test A

Answer to question 01a: d

Answer to question 02a: e

Answer to question 03a: b

Answer to question 04a: a

Answer to question 05a: b

Answer to question 06a: b

Answer to question 07a: a

Answer to question 08a: e

Answer to question 09a: c

Answer to question 10a: a

Answer to question 11a: b

Answer to question 12a: c

Answer to question 13a: e

Answer to question 14a: c

Answer to question 15a: 

Answer to question 16a: d

Answer to question 17a: e

Answer to question 18a: b

Answer to question 19a: a

Answer to question 20a: a

Answer to question 21a: a

Answer to question 22a: b

Answer to question 23a: b

Answer to question 24a: b

Answer to question 25a: a
Test B

Answer to question 01b: a

Answer to question 02b: b

Answer to question 03b: b

Answer to question 04b: a

Answer to question 05b: a

Answer to question 06b: c

Answer to question 07b: c

Answer to question 08b: a

Answer to question 09b: d

Answer to question 10b: c

Answer to question 11b: c

Answer to question 12b: b

Answer to question 13b: d

Answer to question 14b: b

Answer to question 15b: d

Answer to question 16b: e

Answer to question 17b: a

Answer to question 18b: a

Answer to question 19b: b

Answer to question 20b: b

Answer to question 21b: b

Answer to question 22b: a

Answer to question 23b: a

Answer to question 24b: a

Answer to question 25b: a

Table B-4. Subject 203, No VR, Test B Followed by Test A

Test B

Answer to question 01b: a

Answer to question 02b: b

Answer to question 03b: c

Answer to question 04b: a

Answer to question 05b: a

Answer to question 06b: d

Answer to question 07b: c

Answer to question 08b: a

Answer to question 09b: e

Answer to question 10b: c

Answer to question 11b: c

Answer to question 12b: e

Answer to question 13b: a

Answer to question 14b: b

Answer to question 15b: d

Answer to question 16b: e

Answer to question 17b: e

Answer to question 18b: a

Answer to question 19b: b

Answer to question 20b: a

Answer to question 21b: a

Answer to question 22b: a

Answer to question 23b: b

Answer to question 24b: a

Answer to question 25b: a


Test A

Answer to question 01a: d

Answer to question 02a: e

Answer to question 03a: b

Answer to question 04a: c

Answer to question 05a: a

Answer to question 06a: d

Answer to question 07a: a

Answer to question 08a: e

Answer to question 09a: b

Answer to question 10a: a

Answer to question 11a: a

Answer to question 12a: b

Answer to question 13a: e

Answer to question 14a: c

Answer to question 15a: a

Answer to question 16a: d

Answer to question 17a: e

Answer to question 18a: a

Answer to question 19a: a

Answer to question 20a: b

Answer to question 21a: b

Answer to question 22a: a

Answer to question 23a: b

Answer to question 24a: b

Answer to question 25a: a

Table B-5. Subject 204, No VR, Test A Followed by Test B

Test A

Answer to question 01a: e

Answer to question 02a: e

Answer to question 03a: c

Answer to question 04a: e

Answer to question 05a: b

Answer to question 06a: b

Answer to question 07a: b

Answer to question 08a: d

Answer to question 09a: b

Answer to question 10a: d

Answer to question 11a: d

Answer to question 12a: d

Answer to question 13a: a

Answer to question 14a: c

Answer to question 15a: e

Answer to question 16a: b

Answer to question 17a: b

Answer to question 18a: a

Answer to question 19a: a

Answer to question 20a: b

Answer to question 21a: a

Answer to question 22a: a

Answer to question 23a: b

Answer to question 24a: a

Answer to question 25a: a




Table B-6. Subject 205, No VR, Test B Followed by Test A

Test B

Answer to question 01b: a

Answer to question 02b: a

Answer to question 03b: a

Answer to question 04b: d

Answer to question 05b: a

Answer to question 06b: c

Answer to question 07b: c

Answer to question 08b: a

Answer to question 09b: e

Answer to question 10b: b

Answer to question 11b: a

Answer to question 12b: d

Answer to question 13b: 

Answer to question 14b: b

Answer to question 15b: e

Answer to question 16b: c

Answer to question 17b: d

Answer to question 18b: a

Answer to question 19b: b

Answer to question 20b: b

Answer to question 21b: a

Answer to question 22b: a

Answer to question 23b: a

Answer to question 24b: a

Answer to question 25b: a


Test A

Answer to question 01a: d

Answer to question 02a: d

Answer to question 03a: b

Answer to question 04a: c

Answer to question 05a: b

Answer to question 06a: b

Answer to question 07a: a

Answer to question 08a: d

Answer to question 09a: c

Answer to question 10a: a

Answer to question 11a: b

Answer to question 12a: d

Answer to question 13a: c

Answer to question 14a: b

Answer to question 15a: b

Answer to question 16a: d

Answer to question 17a: d

Answer to question 18a: a

Answer to question 19a: b

Answer to question 20a: a

Answer to question 21a: a

Answer to question 22a: a

Answer to question 23a: a

Answer to question 24a: a

Answer to question 25a: a

Table B-7. Subject 206, No VR, Test A Followed by Test B

Test A

Answer to question 01a: d

Answer to question 02a: d

Answer to question 03a: a

Answer to question 04a: a

Answer to question 05a: a

Answer to question 06a: a

Answer to question 07a: a

Answer to question 08a: d

Answer to question 09a: c

Answer to question 10a: a

Answer to question 11a: a

Answer to question 12a: c

Answer to question 13a: e

Answer to question 14a: b

Answer to question 15a: a

Answer to question 16a: a

Answer to question 17a: d

Answer to question 18a: a

Answer to question 19a: b

Answer to question 20a: a

Answer to question 21a: a

Answer to question 22a: b

Answer to question 23a: a

Answer to question 24a: b

Answer to question 25a: a


Test B

Answer to question 01b: a

Answer to question 02b: d

Answer to question 03b: a

Answer to question 04b: d

Answer to question 05b: a

Answer to question 06b: c

Answer to question 07b: c

Answer to question 08b: c

Answer to question 09b: e

Answer to question 10b: c

Answer to question 11b: a

Answer to question 12b: a

Answer to question 13b: b

Answer to question 14b: b

Answer to question 15b: d

Answer to question 16b: a

Answer to question 17b: c

Answer to question 18b: a

Answer to question 19b: b

Answer to question 20b: b

Answer to question 21b: a

Answer to question 22b: a

Answer to question 23b: b

Answer to question 24b: b

Answer to question 25b: a

Table B-8. Subject 207, No VR, Test B Followed by Test A

Test B

Answer to question 01b: a

Answer to question 02b: c

Answer to question 03b: a

Answer to question 04b: d

Answer to question 05b: a

Answer to question 06b: c

Answer to question 07b: c

Answer to question 08b: b

Answer to question 09b: e

Answer to question 10b: c

Answer to question 11b: b

Answer to question 12b: a

Answer to question 13b: e

Answer to question 14b: b

Answer to question 15b: c

Answer to question 16b: b

Answer to question 17b: b

Answer to question 18b: a

Answer to question 19b: b

Answer to question 20b: a

Answer to question 21b: a

Answer to question 22b: a

Answer to question 23b: b

Answer to question 24b: a

Answer to question 25b: a


Test A

Answer to question 01a: e

Answer to question 02a: e

Answer to question 03a: b

Answer to question 04a: c

Answer to question 05a: a

Answer to question 06a: d

Answer to question 07a: a

Answer to question 08a: e

Answer to question 09a: c

Answer to question 10a: a

Answer to question 11a: d

Answer to question 12a: e

Answer to question 13a: c

Answer to question 14a: b

Answer to question 15a: e

Answer to question 16a: c

Answer to question 17a: d

Answer to question 18a: a

Answer to question 19a: b

Answer to question 20a: a

Answer to question 21a: a

Answer to question 22a: a

Answer to question 23a: a

Answer to question 24a: a

Answer to question 25a: a

Table B-9. Subject 208, No VR, Test A Followed by Test B

Test A

Answer to question 01a: d

Answer to question 02a: d

Answer to question 03a: b

Answer to question 04a: c

Answer to question 05a: b

Answer to question 06a: b

Answer to question 07a: a

Answer to question 08a: d

Answer to question 09a: c

Answer to question 10a: a

Answer to question 11a: b

Answer to question 12a: e

Answer to question 13a: a

Answer to question 14a: c

Answer to question 15a: d

Answer to question 16a: b

Answer to question 17a: a

Answer to question 18a: a

Answer to question 19a: a

Answer to question 20a: a

Answer to question 21a: b

Answer to question 22a: b

Answer to question 23a: a

Answer to question 24a: a

Answer to question 25a: a


Test B

Answer to question 01b: a

Answer to question 02b: b

Answer to question 03b: b

Answer to question 04b: d

Answer to question 05b: a

Answer to question 06b: c

Answer to question 07b: c

Answer to question 08b: a

Answer to question 09b: e

Answer to question 10b: b

Answer to question 11b: a

Answer to question 12b: d

Answer to question 13b: b

Answer to question 14b: c

Answer to question 15b: e

Answer to question 16b: a

Answer to question 17b: e

Answer to question 18b: a

Answer to question 19b: a

Answer to question 20b: a

Answer to question 21b: a

Answer to question 22b: a

Answer to question 23b: b

Answer to question 24b: a

Answer to question 25b: a

Table B-10. Subject 209, No VR, Test B Followed by Test A

Test B

Answer to question 01b: a

Answer to question 02b: e

Answer to question 03b: c

Answer to question 04b: d

Answer to question 05b: a

Answer to question 06b: c

Answer to question 07b: c

Answer to question 08b: c

Answer to question 09b: e

Answer to question 10b: a

Answer to question 11b: a

Answer to question 12b: c

Answer to question 13b: b

Answer to question 14b: d

Answer to question 15b: a

Answer to question 16b: e

Answer to question 17b: c

Answer to question 18b: a

Answer to question 19b: b

Answer to question 20b: a

Answer to question 21b: a

Answer to question 22b: a

Answer to question 23b: b

Answer to question 24b: a

Answer to question 25b: a


Test A

Answer to question 01a: e

Answer to question 02a: e

Answer to question 03a: c

Answer to question 04a: c

Answer to question 05a: a

Answer to question 06a: d

Answer to question 07a: a

Answer to question 08a: e

Answer to question 09a: c

Answer to question 10a: a

Answer to question 11a: b

Answer to question 12a: e

Answer to question 13a: a

Answer to question 14a: d

Answer to question 15a: d

Answer to question 16a: e

Answer to question 17a: b

Answer to question 18a: a

Answer to question 19a: b

Answer to question 20a: a

Answer to question 21a: a

Answer to question 22a: b

Answer to question 23a: a

Answer to question 24a: a

Answer to question 25a: a

Table B-11. Subject 210, No VR, Test A Followed by Test B

Test A

Answer to question 01a: d

Answer to question 02a: e

Answer to question 03a: b

Answer to question 04a: a

Answer to question 05a: c

Answer to question 06a: d

Answer to question 07a: b

Answer to question 08a: e

Answer to question 09a: b

Answer to question 10a: c

Answer to question 11a: a

Answer to question 12a: c

Answer to question 13a: d

Answer to question 14a: b

Answer to question 15a: e

Answer to question 16a: e

Answer to question 17a: d

Answer to question 18a: a

Answer to question 19a: b

Answer to question 20a: a

Answer to question 21a: b

Answer to question 22a: a

Answer to question 23a: a

Answer to question 24a: a

Answer to question 25a: a


Test B

Answer to question 01b: a

Answer to question 02b: d

Answer to question 03b: c

Answer to question 04b: a

Answer to question 05b: a

Answer to question 06b: b

Answer to question 07b: d

Answer to question 08b: c

Answer to question 09b: e

Answer to question 10b: c

Answer to question 11b: a

Answer to question 12b: b

Answer to question 13b: c

Answer to question 14b: a

Answer to question 15b: d

Answer to question 16b: 

Answer to question 17b: a

Answer to question 18b: a

Answer to question 19b: b

Answer to question 20b: a

Answer to question 21b: a

Answer to question 22b: b

Answer to question 23b: a

Answer to question 24b: a

Answer to question 25b: a

Table B-12. Subject 211, No VR, Test B Followed by Test A

Test B

Answer to question 01b: a

Answer to question 02b: a

Answer to question 03b: e

Answer to question 04b: e

Answer to question 05b: a

Answer to question 06b: b

Answer to question 07b: c

Answer to question 08b: b

Answer to question 09b: e

Answer to question 10b: c

Answer to question 11b: c

Answer to question 12b: b

Answer to question 13b: c

Answer to question 14b: d

Answer to question 15b: d

Answer to question 16b: a

Answer to question 17b: e

Answer to question 18b: b

Answer to question 19b: a

Answer to question 20b: a

Answer to question 21b: b

Answer to question 22b: a

Answer to question 23b: b

Answer to question 24b: a

Answer to question 25b: a


Test A

Answer to question 01a: d

Answer to question 02a: b

Answer to question 03a: b

Answer to question 04a: a

Answer to question 05a: c

Answer to question 06a: c

Answer to question 07a: a

Answer to question 08a: e

Answer to question 09a: c

Answer to question 10a: d

Answer to question 11a: b

Answer to question 12a: b

Answer to question 13a: e

Answer to question 14a: b

Answer to question 15a: c

Answer to question 16a: a

Answer to question 17a: d

Answer to question 18a: a

Answer to question 19a: a

Answer to question 20a: a

Answer to question 21a: b

Answer to question 22a: b

Answer to question 23a: a

Answer to question 24a: a

Answer to question 25a: a

Table B-13. Subject 212, No VR, Test A Followed by Test B

Test A

Answer to question 01a: e

Answer to question 02a: b

Answer to question 03a: d

Answer to question 04a: a

Answer to question 05a: c

Answer to question 06a: b

Answer to question 07a: b

Answer to question 08a: d

Answer to question 09a: a

Answer to question 10a: b

Answer to question 11a: d

Answer to question 12a: e

Answer to question 13a: a

Answer to question 14a: c

Answer to question 15a: b

Answer to question 16a: a

Answer to question 17a: c

Answer to question 18a: a

Answer to question 19a: a

Answer to question 20a: b

Answer to question 21a: a

Answer to question 22a: b

Answer to question 23a: a

Answer to question 24a: b

Answer to question 25a: a


Test B

Answer to question 01b: a

Answer to question 02b: c

Answer to question 03b: a

Answer to question 04b: d

Answer to question 05b: c

Answer to question 06b: b

Answer to question 07b: c

Answer to question 08b: a

Answer to question 09b: e

Answer to question 10b: c

Answer to question 11b: d

Answer to question 12b: d

Answer to question 13b: a

Answer to question 14b: d

Answer to question 15b: b

Answer to question 16b: b

Answer to question 17b: c

Answer to question 18b: a

Answer to question 19b: b

Answer to question 20b: a

Answer to question 21b: a

Answer to question 22b: b

Answer to question 23b: a

Answer to question 24b: a

Answer to question 25b: a

Table B-14. Subject 213, No VR, Test B Followed by Test A

Test B

Answer to question 01b: a

Answer to question 02b: c

Answer to question 03b: b

Answer to question 04b: e

Answer to question 05b: a

Answer to question 06b: c

Answer to question 07b: c

Answer to question 08b: b

Answer to question 09b: e

Answer to question 10b: c

Answer to question 11b: b

Answer to question 12b: e

Answer to question 13b: d

Answer to question 14b: a

Answer to question 15b: a

Answer to question 16b: b

Answer to question 17b: b

Answer to question 18b: a

Answer to question 19b: b

Answer to question 20b: a

Answer to question 21b: b

Answer to question 22b: b

Answer to question 23b: b

Answer to question 24b: a

Answer to question 25b: a


Test A

Answer to question 01a: e

Answer to question 02a: e

Answer to question 03a: b

Answer to question 04a: a

Answer to question 05a: a

Answer to question 06a: a

Answer to question 07a: a

Answer to question 08a: e

Answer to question 09a: d

Answer to question 10a: b

Answer to question 11a: e

Answer to question 12a: e

Answer to question 13a: 

Answer to question 14a: a

Answer to question 15a: a

Answer to question 16a: d

Answer to question 17a: e

Answer to question 18a: a

Answer to question 19a: b

Answer to question 20a: a

Answer to question 21a: b

Answer to question 22a: b

Answer to question 23a: a

Answer to question 24a: a

Answer to question 25a: a

Table B-15. Subject 214, No VR, Test A Followed by Test B

Test A

Answer to question 01a: e

Answer to question 02a: e

Answer to question 03a: d

Answer to question 04a: a

Answer to question 05a: c

Answer to question 06a: b

Answer to question 07a: a

Answer to question 08a: e

Answer to question 09a: b

Answer to question 10a: a

Answer to question 11a: b

Answer to question 12a: a

Answer to question 13a: d

Answer to question 14a: c

Answer to question 15a: b

Answer to question 16a: e

Answer to question 17a: b

Answer to question 18a: a

Answer to question 19a: b

Answer to question 20a: a

Answer to question 21a: b

Answer to question 22a: b

Answer to question 23a: a

Answer to question 24a: a

Answer to question 25a: a


Test B

Answer to question 01b: a

Answer to question 02b: d

Answer to question 03b: c

Answer to question 04b: b

Answer to question 05b: a

Answer to question 06b: c

Answer to question 07b: c

Answer to question 08b: a

Answer to question 09b: e

Answer to question 10b: c

Answer to question 11b: a

Answer to question 12b: d

Answer to question 13b: b

Answer to question 14b: c

Answer to question 15b: e

Answer to question 16b: a

Answer to question 17b: c

Answer to question 18b: a

Answer to question 19b: b

Answer to question 20b: a

Answer to question 21b: a

Answer to question 22b: a

Answer to question 23b: b

Answer to question 24b: b

Answer to question 25b: a

Table B-16. Subject 215, No VR, Test B Followed by Test A

Test B

Answer to question 01b: a

Answer to question 02b: c

Answer to question 03b: b

Answer to question 04b: e

Answer to question 05b: a

Answer to question 06b: b

Answer to question 07b: a

Answer to question 08b: a

Answer to question 09b: e

Answer to question 10b: b

Answer to question 11b: b

Answer to question 12b: c

Answer to question 13b: a

Answer to question 14b: e

Answer to question 15b: a

Answer to question 16b: d

Answer to question 17b: c

Answer to question 18b: a

Answer to question 19b: a

Answer to question 20b: b

Answer to question 21b: a

Answer to question 22b: a

Answer to question 23b: b

Answer to question 24b: b

Answer to question 25b: a


Test A

Answer to question 01a: d

Answer to question 02a: e

Answer to question 03a: b

Answer to question 04a: c

Answer to question 05a: c

Answer to question 06a: b

Answer to question 07a: a

Answer to question 08a: e

Answer to question 09a: b

Answer to question 10a: b

Answer to question 11a: b

Answer to question 12a: c

Answer to question 13a: e

Answer to question 14a: c

Answer to question 15a: d

Answer to question 16a: a

Answer to question 17a: e

Answer to question 18a: b

Answer to question 19a: a

Answer to question 20a: a

Answer to question 21a: b

Answer to question 22a: b

Answer to question 23a: a

Answer to question 24a: b

Answer to question 25a: a

Table B-17. Subject 216, No VR, Test A Followed by Test B

Test A

Answer to question 01a: e

Answer to question 02a: e

Answer to question 03a: b

Answer to question 04a: e

Answer to question 05a: b

Answer to question 06a: a

Answer to question 07a: b

Answer to question 08a: e

Answer to question 09a: c

Answer to question 10a: b

Answer to question 11a: c

Answer to question 12a: a

Answer to question 13a: e

Answer to question 14a: b

Answer to question 15a: c

Answer to question 16a: d

Answer to question 17a: e

Answer to question 18a: a

Answer to question 19a: b

Answer to question 20a: a

Answer to question 21a: b

Answer to question 22a: a

Answer to question 23a: a

Answer to question 24a: b

Answer to question 25a: a


Test B

Answer to question 01b: a

Answer to question 02b: b

Answer to question 03b: b

Answer to question 04b: d

Answer to question 05b: c

Answer to question 06b: c

Answer to question 07b: c

Answer to question 08b: a

Answer to question 09b: e

Answer to question 10b: b

Answer to question 11b: b

Answer to question 12b: d

Answer to question 13b: a

Answer to question 14b: b

Answer to question 15b: d

Answer to question 16b: c

Answer to question 17b: e

Answer to question 18b: b

Answer to question 19b: a

Answer to question 20b: b

Answer to question 21b: a

Answer to question 22b: b

Answer to question 23b: a

Answer to question 24b: a

Answer to question 25b: a

Table B-18. Subject 217, No VR, Test B Followed by Test A

Test B

Answer to question 01b: a

Answer to question 02b: b

Answer to question 03b: b

Answer to question 04b: d

Answer to question 05b: a

Answer to question 06b: c

Answer to question 07b: c

Answer to question 08b: a

Answer to question 09b: e

Answer to question 10b: b

Answer to question 11b: e

Answer to question 12b: c

Answer to question 13b: b

Answer to question 14b: d

Answer to question 15b: a

Answer to question 16b: d

Answer to question 17b: e

Answer to question 18b: a

Answer to question 19b: b

Answer to question 20b: a

Answer to question 21b: b

Answer to question 22b: b

Answer to question 23b: b

Answer to question 24b: a

Answer to question 25b: a


Test A

Answer to question 01a: a

Answer to question 02a: b

Answer to question 03a: c

Answer to question 04a: b

Answer to question 05a: c

Answer to question 06a: a

Answer to question 07a: a

Answer to question 08a: c

Answer to question 09a: b

Answer to question 10a: b

Answer to question 11a: b

Answer to question 12a: d

Answer to question 13a: a

Answer to question 14a: c

Answer to question 15a: e

Answer to question 16a: e

Answer to question 17a: e

Answer to question 18a: a

Answer to question 19a: b

Answer to question 20a: b

Answer to question 21a: a

Answer to question 22a: b

Answer to question 23a: a

Answer to question 24a: a

Answer to question 25a: a

Table B-19. Subject 218, No VR, Test B Followed by Test A

Test A

Answer to question 01a: b

Answer to question 02a: e

Answer to question 03a: d

Answer to question 04a: c

Answer to question 05a: c

Answer to question 06a: a

Answer to question 07a: a

Answer to question 08a: e

Answer to question 09a: b

Answer to question 10a: a

Answer to question 11a: b

Answer to question 12a: a

Answer to question 13a: e

Answer to question 14a: c

Answer to question 15a: a

Answer to question 16a: d

Answer to question 17a: d

Answer to question 18a: a

Answer to question 19a: b

Answer to question 20a: b

Answer to question 21a: a

Answer to question 22a: a

Answer to question 23a: a

Answer to question 24a: a

Answer to question 25a: a


Test B

Answer to question 01b: a

Answer to question 02b: b

Answer to question 03b: c

Answer to question 04b: b

Answer to question 05b: d

Answer to question 06b: a

Answer to question 07b: c

Answer to question 08b: a

Answer to question 09b: e

Answer to question 10b: c

Answer to question 11b: b

Answer to question 12b: a

Answer to question 13b: e

Answer to question 14b: c

Answer to question 15b: d

Answer to question 16b: a

Answer to question 17b: c

Answer to question 18b: a

Answer to question 19b: b

Answer to question 20b: b

Answer to question 21b: a

Answer to question 22b: a

Answer to question 23b: b

Answer to question 24b: b

Answer to question 25b: a

Table B-20. Subject 219, No VR, Test B Followed by Test A

Test B

Answer to question 01b: c

Answer to question 02b: e

Answer to question 03b: a

Answer to question 04b: a

Answer to question 05b: a

Answer to question 06b: b

Answer to question 07b: c

Answer to question 08b: a

Answer to question 09b: e

Answer to question 10b: c

Answer to question 11b: c

Answer to question 12b: a

Answer to question 13b: d

Answer to question 14b: b

Answer to question 15b: e

Answer to question 16b: d

Answer to question 17b: d

Answer to question 18b: a

Answer to question 19b: a

Answer to question 20b: a

Answer to question 21b: b

Answer to question 22b: a

Answer to question 23b: b

Answer to question 24b: b

Answer to question 25b: a


Test A

Answer to question 01a: e

Answer to question 02a: e

Answer to question 03a: b

Answer to question 04a: a

Answer to question 05a: d

Answer to question 06a: a

Answer to question 07a: b

Answer to question 08a: e

Answer to question 09a: b

Answer to question 10a: a

Answer to question 11a: b

Answer to question 12a: d

Answer to question 13a: e

Answer to question 14a: a

Answer to question 15a: e

Answer to question 16a: c

Answer to question 17a: e

Answer to question 18a: b

Answer to question 19a: a

Answer to question 20a: a

Answer to question 21a: b

Answer to question 22a: b

Answer to question 23a: a

Answer to question 24a: b

Answer to question 25a: a

Table B-21. Subject 300, VR, Test A Followed by Test B

Test A

Answer to question 01a: b

Answer to question 02a: d

Answer to question 03a: c

Answer to question 04a: e

Answer to question 05a: b

Answer to question 06a: a

Answer to question 07a: a

Answer to question 08a: c

Answer to question 09a: a

Answer to question 10a: b

Answer to question 11a: b

Answer to question 12a: c

Answer to question 13a: b

Answer to question 14a: c

Answer to question 15a: c

Answer to question 16a: a

Answer to question 17a: a

Answer to question 18a: a

Answer to question 19a: a

Answer to question 20a: a

Answer to question 21a: b

Answer to question 22a: a

Answer to question 23a: b

Answer to question 24a: b

Answer to question 25a: a


Test B

Answer to question 01b: c

Answer to question 02b: a

Answer to question 03b: b

Answer to question 04b: b

Answer to question 05b: a

Answer to question 06b: c

Answer to question 07b: c

Answer to question 08b: a

Answer to question 09b: e

Answer to question 10b: c

Answer to question 11b: d

Answer to question 12b: b

Answer to question 13b: c

Answer to question 14b: a

Answer to question 15b: b

Answer to question 16b: b

Answer to question 17b: c

Answer to question 18b: a

Answer to question 19b: b

Answer to question 20b: a

Answer to question 21b: a

Answer to question 22b: a

Answer to question 23b: b

Answer to question 24b: b

Answer to question 25b: a

Table B-22. Subject 301, VR, Test B Followed by Test A

Test B

Answer to question 01b: c

Answer to question 02b: e

Answer to question 03b: a

Answer to question 04b: b

Answer to question 05b: d

Answer to question 06b: a

Answer to question 07b: c

Answer to question 08b: b

Answer to question 09b: e

Answer to question 10b: c

Answer to question 11b: b

Answer to question 12b: c

Answer to question 13b: a

Answer to question 14b: e

Answer to question 15b: a

Answer to question 16b: d

Answer to question 17b: d

Answer to question 18b: a

Answer to question 19b: b

Answer to question 20b: b

Answer to question 21b: a

Answer to question 22b: b

Answer to question 23b: b

Answer to question 24b: a

Answer to question 25b: a


Test A

Answer to question 01a: d

Answer to question 02a: e

Answer to question 03a: d

Answer to question 04a: c

Answer to question 05a: a

Answer to question 06a: b

Answer to question 07a: c

Answer to question 08a: e

Answer to question 09a: b

Answer to question 10a: a

Answer to question 11a: b

Answer to question 12a: b

Answer to question 13a: a

Answer to question 14a: c

Answer to question 15a: e

Answer to question 16a: b

Answer to question 17a: d

Answer to question 18a: a

Answer to question 19a: a

Answer to question 20a: b

Answer to question 21a: a

Answer to question 22a: a

Answer to question 23a: a

Answer to question 24a: b

Answer to question 25a: a

Table B-23. Subject 302, VR, Test A Followed by Test B

Test A

Answer to question 01a: e

Answer to question 02a: d

Answer to question 03a: d

Answer to question 04a: a

Answer to question 05a: b

Answer to question 06a: a

Answer to question 07a: a

Answer to question 08a: e

Answer to question 09a: c

Answer to question 10a: b

Answer to question 11a: c

Answer to question 12a: e

Answer to question 13a: d

Answer to question 14a: b

Answer to question 15a: a

Answer to question 16a: c

Answer to question 17a: e

Answer to question 18a: b

Answer to question 19a: b

Answer to question 20a: 

Answer to question 21a: a

Answer to question 22a: a

Answer to question 23a: a

Answer to question 24a: b

Answer to question 25a: a


Test B

Answer to question 01b: a

Answer to question 02b: c

Answer to question 03b: a

Answer to question 04b: d

Answer to question 05b: a

Answer to question 06b: c

Answer to question 07b: a

Answer to question 08b: a

Answer to question 09b: d

Answer to question 10b: c

Answer to question 11b: b

Answer to question 12b: a

Answer to question 13b: c

Answer to question 14b: a

Answer to question 15b: c

Answer to question 16b: b

Answer to question 17b: c

Answer to question 18b: b

Answer to question 19b: a

Answer to question 20b: a

Answer to question 21b: b

Answer to question 22b: a

Answer to question 23b: a

Answer to question 24b: b

Answer to question 25b: a

Table B-24. Subject 303, VR, Test B Followed by Test A

Test B

Answer to question 01b: a

Answer to question 02b: d

Answer to question 03b: b

Answer to question 04b: a

Answer to question 05b: a

Answer to question 06b: b

Answer to question 07b: c

Answer to question 08b: c

Answer to question 09b: e

Answer to question 10b: c

Answer to question 11b: b

Answer to question 12b: c

Answer to question 13b: c

Answer to question 14b: c

Answer to question 15b: e

Answer to question 16b: e

Answer to question 17b: d

Answer to question 18b: a

Answer to question 19b: a

Answer to question 20b: a

Answer to question 21b: b

Answer to question 22b: a

Answer to question 23b: a

Answer to question 24b: b

Answer to question 25b: a


Test A

Answer to question 01a: e

Answer to question 02a: c

Answer to question 03a: e

Answer to question 04a: c

Answer to question 05a: b

Answer to question 06a: b

Answer to question 07a: a

Answer to question 08a: e

Answer to question 09a: b

Answer to question 10a: b

Answer to question 11a: b

Answer to question 12a: c

Answer to question 13a: c

Answer to question 14a: d

Answer to question 15a: 

Answer to question 16a: c

Answer to question 17a: b

Answer to question 18a: a

Answer to question 19a: a

Answer to question 20a: b

Answer to question 21a: a

Answer to question 22a: a

Answer to question 23a: a

Answer to question 24a: a

Answer to question 25a: a

Table B-25. Subject 304, VR, Test A Followed by Test B

Test A

Answer to question 01a: a

Answer to question 02a: d

Answer to question 03a: b

Answer to question 04a: e

Answer to question 05a: a

Answer to question 06a: a

Answer to question 07a: a

Answer to question 08a: d

Answer to question 09a: a

Answer to question 10a: a

Answer to question 11a: b

Answer to question 12a: c

Answer to question 13a: c

Answer to question 14a: b

Answer to question 15a: d

Answer to question 16a: e

Answer to question 17a: d

Answer to question 18a: a

Answer to question 19a: a

Answer to question 20a: b

Answer to question 21a: a

Answer to question 22a: b

Answer to question 23a: a

Answer to question 24a: a

Answer to question 25a: a


Test B

Answer to question 01b: a

Answer to question 02b: a

Answer to question 03b: c

Answer to question 04b: b

Answer to question 05b: a

Answer to question 06b: a

Answer to question 07b: c

Answer to question 08b: a

Answer to question 09b: e

Answer to question 10b: c

Answer to question 11b: b

Answer to question 12b: a

Answer to question 13b: c

Answer to question 14b: b

Answer to question 15b: b

Answer to question 16b: a

Answer to question 17b: c

Answer to question 18b: b

Answer to question 19b: b

Answer to question 20b: a

Answer to question 21b: b

Answer to question 22b: a

Answer to question 23b: a

Answer to question 24b: a

Answer to question 25b: a

Table B-26. Subject 305, VR, Test B Followed by Test A

Test B

Answer to question 01b: c

Answer to question 02b: c

Answer to question 03b: b

Answer to question 04b: a

Answer to question 05b: a

Answer to question 06b: c

Answer to question 07b: c

Answer to question 08b: c

Answer to question 09b: d

Answer to question 10b: b

Answer to question 11b: d

Answer to question 12b: c

Answer to question 13b: b

Answer to question 14b: b

Answer to question 15b: d

Answer to question 16b: e

Answer to question 17b: c

Answer to question 18b: b

Answer to question 19b: b

Answer to question 20b: a

Answer to question 21b: b

Answer to question 22b: a

Answer to question 23b: b

Answer to question 24b: a

Answer to question 25b: a


Test A

Answer to question 01a: d

Answer to question 02a: e

Answer to question 03a: c

Answer to question 04a: a

Answer to question 05a: 

Answer to question 06a: b

Answer to question 07a: a

Answer to question 08a: e

Answer to question 09a: a

Answer to question 10a: b

Answer to question 11a: a

Answer to question 12a: a

Answer to question 13a: e

Answer to question 14a: b

Answer to question 15a: b

Answer to question 16a: c

Answer to question 17a: a

Answer to question 18a: a

Answer to question 19a: b

Answer to question 20a: a

Answer to question 21a: b

Answer to question 22a: a

Answer to question 23a: a

Answer to question 24a: b

Answer to question 25a: a

Table B-27. Subject 306, VR, Test A Followed by Test B

Test A

Answer to question 01a: b

Answer to question 02a: e

Answer to question 03a: c

Answer to question 04a: d

Answer to question 05a: b

Answer to question 06a: d

Answer to question 07a: a

Answer to question 08a: e

Answer to question 09a: b

Answer to question 10a: a

Answer to question 11a: c

Answer to question 12a: b

Answer to question 13a: a

Answer to question 14a: b

Answer to question 15a: e

Answer to question 16a: a

Answer to question 17a: b

Answer to question 18a: a

Answer to question 19a: a

Answer to question 20a: b

Answer to question 21a: b

Answer to question 22a: b

Answer to question 23a: a

Answer to question 24a: a

Answer to question 25a: a


Test B

Answer to question 01b: a

Answer to question 02b: d

Answer to question 03b: c

Answer to question 04b: a

Answer to question 05b: a

Answer to question 06b: b

Answer to question 07b: c

Answer to question 08b: a

Answer to question 09b: e

Answer to question 10b: c

Answer to question 11b: d

Answer to question 12b: b

Answer to question 13b: e

Answer to question 14b: 

Answer to question 15b: b

Answer to question 16b: e

Answer to question 17b: a

Answer to question 18b: b

Answer to question 19b: b

Answer to question 20b: a

Answer to question 21b: b

Answer to question 22b: b

Answer to question 23b: b

Answer to question 24b: a

Answer to question 25b: a

Table B-28. Subject 307, VR, Test B Followed by Test A

Test B

Answer to question 01b: a

Answer to question 02b: d

Answer to question 03b: d

Answer to question 04b: d

Answer to question 05b: a

Answer to question 06b: b

Answer to question 07b: c

Answer to question 08b: a

Answer to question 09b: e

Answer to question 10b: b

Answer to question 11b: a

Answer to question 12b: c

Answer to question 13b: b

Answer to question 14b: a

Answer to question 15b: d

Answer to question 16b: e

Answer to question 17b: c

Answer to question 18b: b

Answer to question 19b: b

Answer to question 20b: b

Answer to question 21b: a

Answer to question 22b: a

Answer to question 23b: b

Answer to question 24b: a

Answer to question 25b: a


Test A

Answer to question 01a: e

Answer to question 02a: d

Answer to question 03a: d

Answer to question 04a: c

Answer to question 05a: c

Answer to question 06a: b

Answer to question 07a: a

Answer to question 08a: e

Answer to question 09a: b

Answer to question 10a: b

Answer to question 11a: b

Answer to question 12a: b

Answer to question 13a: a

Answer to question 14a: c

Answer to question 15a: d

Answer to question 16a: c

Answer to question 17a: b

Answer to question 18a: a

Answer to question 19a: b

Answer to question 20a: b

Answer to question 21a: b

Answer to question 22a: b

Answer to question 23a: a

Answer to question 24a: a

Answer to question 25a: a

Table B-29. Subject 308, VR, Test A Followed by Test B

Test A

Answer to question 01a: d

Answer to question 02a: b

Answer to question 03a: a

Answer to question 04a: c

Answer to question 05a: a

Answer to question 06a: c

Answer to question 07a: a

Answer to question 08a: d

Answer to question 09a: c

Answer to question 10a: a

Answer to question 11a: b

Answer to question 12a: d

Answer to question 13a: a

Answer to question 14a: c

Answer to question 15a: b

Answer to question 16a: e

Answer to question 17a: d

Answer to question 18a: a

Answer to question 19a: b

Answer to question 20a: b

Answer to question 21a: a

Answer to question 22a: a

Answer to question 23a: a

Answer to question 24a: a

Answer to question 25a: a


Test B

Answer to question 01b: a

Answer to question 02b: c

Answer to question 03b: a

Answer to question 04b: c

Answer to question 05b: a

Answer to question 06b: c

Answer to question 07b: c

Answer to question 08b: a

Answer to question 09b: d

Answer to question 10b: c

Answer to question 11b: b

Answer to question 12b: a

Answer to question 13b: c

Answer to question 14b: c

Answer to question 15b: b

Answer to question 16b: e

Answer to question 17b: a

Answer to question 18b: b

Answer to question 19b: b

Answer to question 20b: a

Answer to question 21b: b

Answer to question 22b: a

Answer to question 23b: a

Answer to question 24b: a

Answer to question 25b: a

Table B-30. Subject 309, VR, Test B Followed by Test A

Test B

Answer to question 01b: c

Answer to question 02b: d

Answer to question 03b: c

Answer to question 04b: d

Answer to question 05b: c

Answer to question 06b: c

Answer to question 07b: c

Answer to question 08b: a

Answer to question 09b: e

Answer to question 10b: c

Answer to question 11b: c

Answer to question 12b: b

Answer to question 13b: b

Answer to question 14b: a

Answer to question 15b: d

Answer to question 16b: e

Answer to question 17b: d

Answer to question 18b: b

Answer to question 19b: b

Answer to question 20b: a

Answer to question 21b: a

Answer to question 22b: a

Answer to question 23b: b

Answer to question 24b: a

Answer to question 25b: a


Test A

Answer to question 01a: d

Answer to question 02a: d

Answer to question 03a: d

Answer to question 04a: c

Answer to question 05a: a

Answer to question 06a: a

Answer to question 07a: a

Answer to question 08a: c

Answer to question 09a: c

Answer to question 10a: a

Answer to question 11a: b

Answer to question 12a: e

Answer to question 13a: a

Answer to question 14a: d

Answer to question 15a: a

Answer to question 16a: b

Answer to question 17a: d

Answer to question 18a: a

Answer to question 19a: a

Answer to question 20a: b

Answer to question 21a: a

Answer to question 22a: b

Answer to question 23a: b

Answer to question 24a: a

Answer to question 25a: a

Table B-31. Subject 310, VR, Test A Followed by Test B

Test A

Answer to question 01a: e

Answer to question 02a: c

Answer to question 03a: b

Answer to question 04a: c

Answer to question 05a: a

Answer to question 06a: a

Answer to question 07a: a

Answer to question 08a: e

Answer to question 09a: a

Answer to question 10a: a

Answer to question 11a: a

Answer to question 12a: e

Answer to question 13a: b

Answer to question 14a: d

Answer to question 15a: d

Answer to question 16a: c

Answer to question 17a: d

Answer to question 18a: a

Answer to question 19a: a

Answer to question 20a: a

Answer to question 21a: b

Answer to question 22a: a

Answer to question 23a: b

Answer to question 24a: a

Answer to question 25a: a


Test B

Answer to question 01b: a

Answer to question 02b: d

Answer to question 03b: b

Answer to question 04b: c

Answer to question 05b: a

Answer to question 06b: c

Answer to question 07b: c

Answer to question 08b: b

Answer to question 09b: e

Answer to question 10b: c

Answer to question 11b: a

Answer to question 12b: b

Answer to question 13b: c

Answer to question 14b: a

Answer to question 15b: a

Answer to question 16b: b

Answer to question 17b: c

Answer to question 18b: b

Answer to question 19b: b

Answer to question 20b: b

Answer to question 21b: b

Answer to question 22b: a

Answer to question 23b: b

Answer to question 24b: a

Answer to question 25b: a

Table B-32. Subject 311, VR, Test A Followed by Test B

Test B

Answer to question 01b: a

Answer to question 02b: c

Answer to question 03b: b

Answer to question 04b: d

Answer to question 05b: b

Answer to question 06b: b

Answer to question 07b: c

Answer to question 08b: b

Answer to question 09b: e

Answer to question 10b: c

Answer to question 11b: b

Answer to question 12b: c

Answer to question 13b: a

Answer to question 14b: d

Answer to question 15b: c

Answer to question 16b: e

Answer to question 17b: c

Answer to question 18b: a

Answer to question 19b: a

Answer to question 20b: a

Answer to question 21b: b

Answer to question 22b: a

Answer to question 23b: a

Answer to question 24b: a

Answer to question 25b: a


Test A

Answer to question 01a: c

Answer to question 02a: d

Answer to question 03a: b

Answer to question 04a: b

Answer to question 05a: b

Answer to question 06a: c

Answer to question 07a: b

Answer to question 08a: d

Answer to question 09a: b

Answer to question 10a: b

Answer to question 11a: c

Answer to question 12a: b

Answer to question 13a: b

Answer to question 14a: c

Answer to question 15a: b

Answer to question 16a: c

Answer to question 17a: b

Answer to question 18a: b

Answer to question 19a: b

Answer to question 20a: b

Answer to question 21a: b

Answer to question 22a: a

Answer to question 23a: a

Answer to question 24a: a

Answer to question 25a: a

Table B-33. Subject 302, VR, Test A Followed by Test B

Test A

Answer to question 01a: b

Answer to question 02a: a

Answer to question 03a: c

Answer to question 04a: d

Answer to question 05a: a

Answer to question 06a: c

Answer to question 07a: d

Answer to question 08a: e

Answer to question 09a: b

Answer to question 10a: a

Answer to question 11a: c

Answer to question 12a: d

Answer to question 13a: b

Answer to question 14a: e

Answer to question 15a: c

Answer to question 16a: d

Answer to question 17a: e

Answer to question 18a: a

Answer to question 19a: a

Answer to question 20a: a

Answer to question 21a: a

Answer to question 22a: a

Answer to question 23a: a

Answer to question 24a: a

Answer to question 25a: a


Test B

Answer to question 01b: a

Answer to question 02b: a

Answer to question 03b: b

Answer to question 04b: b

Answer to question 05b: c

Answer to question 06b: c

Answer to question 07b: b

Answer to question 08b: d

Answer to question 09b: e

Answer to question 10b: d

Answer to question 11b: b

Answer to question 12b: c

Answer to question 13b: c

Answer to question 14b: e

Answer to question 15b: c

Answer to question 16b: b

Answer to question 17b: c

Answer to question 18b: a

Answer to question 19b: a

Answer to question 20b: b

Answer to question 21b: a

Answer to question 22b: a

Answer to question 23b: b

Answer to question 24b: a

Answer to question 25b: a

Table B-34. Subject 313a, VR, Test B Followed by Test A

Test B

Answer to question 01b: a

Answer to question 02b: c

Answer to question 03b: b

Answer to question 04b: d

Answer to question 05b: a

Answer to question 06b: b

Answer to question 07b: c

Answer to question 08b: a

Answer to question 09b: e

Answer to question 10b: c

Answer to question 11b: b

Answer to question 12b: c

Answer to question 13b: c

Answer to question 14b: a

Answer to question 15b: b

Answer to question 16b: a

Answer to question 17b: c

Answer to question 18b: a

Answer to question 19b: b

Answer to question 20b: a

Answer to question 21b: a

Answer to question 22b: a

Answer to question 23b: a

Answer to question 24b: a

Answer to question 25b: a


Test A

Answer to question 01a: d

Answer to question 02a: e

Answer to question 03a: c

Answer to question 04a: a

Answer to question 05a: b

Answer to question 06a: a

Answer to question 07a: a

Answer to question 08a: e

Answer to question 09a: a

Answer to question 10a: b

Answer to question 11a: b

Answer to question 12a: d

Answer to question 13a: e

Answer to question 14a: a

Answer to question 15a: a

Answer to question 16a: b

Answer to question 17a: d

Answer to question 18a: a

Answer to question 19a: b

Answer to question 20a: b

Answer to question 21a: a

Answer to question 22a: a

Answer to question 23a: a

Answer to question 24a: a

Answer to question 25a: a

Table B-35. Subject 313b, VR, Test B Followed by Test A

Test B

Answer to question 01b: d

Answer to question 02b: c

Answer to question 03b: b

Answer to question 04b: d

Answer to question 05b: a

Answer to question 06b: d

Answer to question 07b: c

Answer to question 08b: b

Answer to question 09b: e

Answer to question 10b: c

Answer to question 11b: c

Answer to question 12b: b

Answer to question 13b: a

Answer to question 14b: c

Answer to question 15b: a

Answer to question 16b: b

Answer to question 17b: b

Answer to question 18b: a

Answer to question 19b: a

Answer to question 20b: b

Answer to question 21b: a

Answer to question 22b: a

Answer to question 23b: b

Answer to question 24b: b

Answer to question 25b: a


Test A

Answer to question 01a: e

Answer to question 02a: e

Answer to question 03a: d

Answer to question 04a: c

Answer to question 05a: c

Answer to question 06a: a

Answer to question 07a: b

Answer to question 08a: e

Answer to question 09a: a

Answer to question 10a: a

Answer to question 11a: a

Answer to question 12a: c

Answer to question 13a: b

Answer to question 14a: c

Answer to question 15a: a

Answer to question 16a: b

Answer to question 17a: b

Answer to question 18a: a

Answer to question 19a: b

Answer to question 20a: b

Answer to question 21a: b

Answer to question 22a: a

Answer to question 23a: a

Answer to question 24a: b

Answer to question 25a: a

Table B-36. Subject 314, VR, Test A Followed by Test B

Test A

Answer to question 01a: d

Answer to question 02a: e

Answer to question 03a: b

Answer to question 04a: a

Answer to question 05a: c

Answer to question 06a: a

Answer to question 07a: b

Answer to question 08a: d

Answer to question 09a: a

Answer to question 10a: a

Answer to question 11a: c

Answer to question 12a: a

Answer to question 13a: e

Answer to question 14a: d

Answer to question 15a: c

Answer to question 16a: b

Answer to question 17a: e

Answer to question 18a: b

Answer to question 19a: b

Answer to question 20a: a

Answer to question 21a: a

Answer to question 22a: b

Answer to question 23a: a

Answer to question 24a: a

Answer to question 25a: a


Test B

Answer to question 01b: a

Answer to question 02b: c

Answer to question 03b: b

Answer to question 04b: b

Answer to question 05b: a

Answer to question 06b: c

Answer to question 07b: c

Answer to question 08b: c

Answer to question 09b: e

Answer to question 10b: e

Answer to question 11b: b

Answer to question 12b: d

Answer to question 13b: c

Answer to question 14b: a

Answer to question 15b: d

Answer to question 16b: d

Answer to question 17b: c

Answer to question 18b: a

Answer to question 19b: b

Answer to question 20b: b

Answer to question 21b: a

Answer to question 22b: a

Answer to question 23b: a

Answer to question 24b: a

Answer to question 25b: a

Table B-37. Subject 315, VR, Test B Followed by Test A

Test B

Answer to question 01b: a

Answer to question 02b: a

Answer to question 03b: b

Answer to question 04b: d

Answer to question 05b: a

Answer to question 06b: c

Answer to question 07b: c

Answer to question 08b: b

Answer to question 09b: e

Answer to question 10b: c

Answer to question 11b: b

Answer to question 12b: c

Answer to question 13b: d

Answer to question 14b: c

Answer to question 15b: a

Answer to question 16b: a

Answer to question 17b: b

Answer to question 18b: b

Answer to question 19b: b

Answer to question 20b: a

Answer to question 21b: b

Answer to question 22b: a

Answer to question 23b: b

Answer to question 24b: a

Answer to question 25b: a


Test A

Answer to question 01a: d

Answer to question 02a: e

Answer to question 03a: d

Answer to question 04a: b

Answer to question 05a: b

Answer to question 06a: c

Answer to question 07a: b

Answer to question 08a: e

Answer to question 09a: a

Answer to question 10a: b

Answer to question 11a: b

Answer to question 12a: d

Answer to question 13a: c

Answer to question 14a: c

Answer to question 15a: e

Answer to question 16a: b

Answer to question 17a: d

Answer to question 18a: a

Answer to question 19a: b

Answer to question 20a: b

Answer to question 21a: b

Answer to question 22a: b

Answer to question 23a: a

Answer to question 24a: a

Answer to question 25a: a

Table B-38. Subject 316, VR, Test A Followed by Test B

Test A

Answer to question 01a: e

Answer to question 02a: d

Answer to question 03a: c

Answer to question 04a: c

Answer to question 05a: c

Answer to question 06a: c

Answer to question 07a: c

Answer to question 08a: e

Answer to question 09a: c

Answer to question 10a: b

Answer to question 11a: b

Answer to question 12a: a

Answer to question 13a: a

Answer to question 14a: b

Answer to question 15a: c

Answer to question 16a: a

Answer to question 17a: a

Answer to question 18a: a

Answer to question 19a: b

Answer to question 20a: b

Answer to question 21a: b

Answer to question 22a: b

Answer to question 23a: a

Answer to question 24a: b

Answer to question 25a: a


Test B

Answer to question 01b: a

Answer to question 02b: c

Answer to question 03b: b

Answer to question 04b: b

Answer to question 05b: a

Answer to question 06b: b

Answer to question 07b: c

Answer to question 08b: a

Answer to question 09b: e

Answer to question 10b: c

Answer to question 11b: a

Answer to question 12b: b

Answer to question 13b: c

Answer to question 14b: b

Answer to question 15b: b

Answer to question 16b: b

Answer to question 17b: c

Answer to question 18b: b

Answer to question 19b: b

Answer to question 20b: a

Answer to question 21b: a

Answer to question 22b: a

Answer to question 23b: a

Answer to question 24b: a

Answer to question 25b: a

Table B-39. Subject 317, VR, Test B Followed by Test A

Test B

Answer to question 01b: a

Answer to question 02b: c

Answer to question 03b: a

Answer to question 04b: d

Answer to question 05b: a

Answer to question 06b: c

Answer to question 07b: c

Answer to question 08b: a

Answer to question 09b: d

Answer to question 10b: c

Answer to question 11b: b

Answer to question 12b: c

Answer to question 13b: d

Answer to question 14b: a

Answer to question 15b: e

Answer to question 16b: c

Answer to question 17b: d

Answer to question 18b: a

Answer to question 19b: b

Answer to question 20b: b

Answer to question 21b: b

Answer to question 22b: b

Answer to question 23b: b

Answer to question 24b: a

Answer to question 25b: a


Test A

Answer to question 01a: d

Answer to question 02a: d

Answer to question 03a: c

Answer to question 04a: a

Answer to question 05a: a

Answer to question 06a: a

Answer to question 07a: a

Answer to question 08a: c

Answer to question 09a: c

Answer to question 10a: a

Answer to question 11a: b

Answer to question 12a: d

Answer to question 13a: a

Answer to question 14a: c

Answer to question 15a: c

Answer to question 16a: e

Answer to question 17a: c

Answer to question 18a: a

Answer to question 19a: a

Answer to question 20a: b

Answer to question 21a: b

Answer to question 22a: b

Answer to question 23a: a

Answer to question 24a: b

Answer to question 25a: a

Table B-40. Subject 318, VR, Test A Followed by Test B

Test A

Answer to question 01a: e

Answer to question 02a: e

Answer to question 03a: c

Answer to question 04a: b

Answer to question 05a: c

Answer to question 06a: d

Answer to question 07a: a

Answer to question 08a: e

Answer to question 09a: b

Answer to question 10a: a

Answer to question 11a: c

Answer to question 12a: b

Answer to question 13a: a

Answer to question 14a: c

Answer to question 15a: b

Answer to question 16a: d

Answer to question 17a: d

Answer to question 18a: a

Answer to question 19a: b

Answer to question 20a: a

Answer to question 21a: b

Answer to question 22a: b

Answer to question 23a: a

Answer to question 24a: a

Answer to question 25a: a


Test B

Answer to question 01b: a

Answer to question 02b: b

Answer to question 03b: b

Answer to question 04b: c

Answer to question 05b: a

Answer to question 06b: b

Answer to question 07b: c

Answer to question 08b: a

Answer to question 09b: e

Answer to question 10b: c

Answer to question 11b: b

Answer to question 12b: e

Answer to question 13b: c

Answer to question 14b: a

Answer to question 15b: b

Answer to question 16b: e

Answer to question 17b: c

Answer to question 18b: a

Answer to question 19b: b

Answer to question 20b: b

Answer to question 21b: b

Answer to question 22b: a

Answer to question 23b: a

Answer to question 24b: a

Answer to question 25b: a

Table B-41. Subject 319, VR, Test B Followed by Test A

Test B

Answer to question 01b: a

Answer to question 02b: a

Answer to question 03b: b

Answer to question 04b: b

Answer to question 05b: a

Answer to question 06b: b

Answer to question 07b: c

Answer to question 08b: a

Answer to question 09b: e

Answer to question 10b: c

Answer to question 11b: a

Answer to question 12b: d

Answer to question 13b: e

Answer to question 14b: b

Answer to question 15b: e

Answer to question 16b: b

Answer to question 17b: b

Answer to question 18b: a

Answer to question 19b: b

Answer to question 20b: a

Answer to question 21b: a

Answer to question 22b: a

Answer to question 23b: a

Answer to question 24b: a

Answer to question 25b: a


Test A

Answer to question 01a: a

Answer to question 02a: d

Answer to question 03a: b

Answer to question 04a: c

Answer to question 05a: b

Answer to question 06a: a

Answer to question 07a: a

Answer to question 08a: d

Answer to question 09a: c

Answer to question 10a: b

Answer to question 11a: a

Answer to question 12a: d

Answer to question 13a: c

Answer to question 14a: b

Answer to question 15a: b

Answer to question 16a: c

Answer to question 17a: d

Answer to question 18a: a

Answer to question 19a: a

Answer to question 20a: a

Answer to question 21a: b

Answer to question 22a: a

Answer to question 23a: a

Answer to question 24a: a

Answer to question 25a: a

Table B-42. Key, Test A Followed by Test B

Test A

Answer to question 01a: e

Answer to question 02a: e

Answer to question 03a: c

Answer to question 04a: a

Answer to question 05a: a

Answer to question 06a: c

Answer to question 07a: a

Answer to question 08a: e

Answer to question 09a: c

Answer to question 10a: a

Answer to question 11a: a

Answer to question 12a: a

Answer to question 13a: c

Answer to question 14a: a

Answer to question 15a: a

Answer to question 16a: b

Answer to question 17a: d

Answer to question 18a: a

Answer to question 19a: b

Answer to question 20a: b

Answer to question 21a: a

Answer to question 22a: a

Answer to question 23a: a

Answer to question 24a: a

Answer to question 25a: d


Test B

Answer to question 01b: a

Answer to question 02b: b

Answer to question 03b: e

Answer to question 04b: a

Answer to question 05b: a

Answer to question 06b: c

Answer to question 07b: c

Answer to question 08b: a

Answer to question 09b: e

Answer to question 10b: c

Answer to question 11b: a

Answer to question 12b: a

Answer to question 13b: c

Answer to question 14b: a

Answer to question 15b: b

Answer to question 16b: a

Answer to question 17b: c

Answer to question 18b: b

Answer to question 19b: b

Answer to question 20b: a

Answer to question 21b: a

Answer to question 22b: a

Answer to question 23b: a

Answer to question 24b: a

Answer to question 25b: a

Table B-43. Questionnaire Responses—Non-VR Subjects

	Subject 200

no questionnaire completed
	Subject 201
Never

Once (Duke 3D)

Several times

Usually so
	Subject 202
Never

Never

Never

Depends on game
	Subject 203
Never

Never

A few Times

Usually not



	Subject 204
Never

Never

A few times

Depends on game
	Subject 205
Never

Never

Several times

Depends on game
	Subject 206
Never

Never

A few times

Depends on game
	Subject 207
Never

More than 3 times (flight simulators)

Several times

Depends on game



	Subject 208
Never

Never

Tried them once

Definitely so
	Subject 209
Never (visited Bronx Zoo gorillas)

Once (Battletech)

Several times (RPGs)

Depends on game (Warcraft II)


	Subject 210
Never

Never

Never

Depends on game
	Subject 211
Never

Once

Several times

Depends on game

	Subject 212
Never

Never

A few times

Depends on game
	Subject 213
Never

Never

Several times

Depends on game
	Subject 214
Twice (Syracuse & Binghamton)

Never

Several times

Usually so
	Subject 215
Never

Never

They are my favorites

Definitely so



	Subject 216
Never

More than 3 times (video games, computer…

Laser tag)

Several times

Usually so


	Subject 217
Never

Never

A few times

Depends on game
	Subject 218
Never

Never

Several times

Depends on game
	Subject 219
Never

Never

Never

Depends on game


Table B-44. Questionnaire Responses—VR Subjects

	Subject 300

~10 minutes
Never

Never

Several times

Depends on game

Most of the time

Some

Never

It was mostly fun

Not at all
	Subject 301

~20 minutes
Never

Once

They are my favorites

Usually so

Most of the time

Some

Once

It was mostly fun

After a while
	Subject 302

~20 minutes
Never

Never

Several times

Depends on game

Most of the time

Some

Four or more times

It was mostly fun

Not at all
	Subject 303

?? minutes
Never

Twice (3D Laser Tag, Virtua Cop)

Several times

Depends on game

Occasionally

Some

Once

It was mostly fun

When I started moving



	Subject 304

~19 minutes
Never

Never

They are my favorites

Usually so

Once or twice

Some

Never

Very much so

Not at all


	Subject 305

~10 minutes
Never

Never

Never

Definitely so

Occasionally

Very little

Never

It was mostly fun

After a while
	Subject 306

~20 minutes
Once

Never

Never

Depends on game

Most of the time

Some

Never

It was mostly fun

Not at all
	Subject 307

~10 minutes
More than 3 times

More than 3 times

Several times

Definitely so

Most of the time

Some

Three times

It was mostly fun

After a while

	Subject 308

?? minutes
Once

Never

They are my favorites

Usually so

Most of the time

Some

Never

It was mostly fun

Not at all
	Subject 309

?? minutes
Never

Never

They are my favorites

Depends on game

Occasionally

Some

Once

Some of the time

After a while
	Subject 310

?? minutes
Never

Never

Never

Usually not

Most of the time

Some

Never

Very much so

Not at all
	Subject 311

~10 minutes
Never (been to Bronx Zoo though)

Once

Never

Depends on game

Most of the time

Some

Once

Very much so

Not at all


	Subject 312

?? minutes
Never

Never

Never

Depends on game

Most of the time

Some

Never

It was mostly fun

When I started moving


	Subject 313A

?? minutes
Never

Never

Never

Depends on game

Once or twice

Some

Never

Very much so

After a while
	Subject 313B

?? minutes
Twice

Never

They are my favorites

Usually so

Most of the time

Some

Never

It was mostly fun

Not at all
	Subject 314

?? minutes
More than 3 times

Once

Never

Definitely so

Not at all

Some

Once

Some of the time

After a while

	Subject 315

?? minutes
Never

Never

Never

Depends on game

Most of the time

Some

Never

It was mostly fun

Not at all
	Subject 316

?? minutes
Never

Never

Never

Usually so

Occasionally

Very little

Never

Some of the time

Not at all
	Subject 317

?? minutes
Never

Never

A few times

Usually so

Not at all

Very little

Never

Very much so

Not at all

(It was cool!)
	Subject 318

18 minutes
Never

Once (video game at a mall with me)

Several times

Definitely so

Not at all

Very little

Once

Some of the time

Not at all



	Subject 319

?? minutes
Never

Never

Never

Depends on game

Once or twice

Some

Never

It was mostly fun

Not at all
	
	
	


APPENDIX C

AUDIO ANNOTATIONS

1. You are now standing in the Interpretive Center.  To walk in the direction you are looking, use the button under your finger.  To back up, use the button under your thumb.  After getting used to the HMD and how to move around, try walking through the glass and out into the gorilla habitat.

2. You are now a juvenile gorilla, and are expected to behave appropriately.

3. You have been too disruptive and have been removed from your gorilla group.  After a suitable isolation period, you will be given another chance with a new gorilla group.

4. Moats are used to separate gorilla groups from each other and from visitors without blocking lines of sight.

5. Dead trees are provided for gorillas to play with and climb on.

6. Rocks are provided for gorillas to climb on, and to display to other gorillas from.

7. Contented male.

8. Contented female.

9. You have annoyed the male gorilla by either getting to close to him or staring at him for too long.

10. You have annoyed the female gorilla by either getting to close to her or staring at her for too long.

11. The male is annoyed at another male for being too close to him.

12. The male is annoyed at a female for being too close to him.

13. The female is annoyed at another female for being too close to her.

14. Angry male gorilla!  Look away and run away quickly!

15. Angry female gorilla!  Look away and run away quickly!

16. The male gorilla is angry at another male gorilla.

17. The male gorilla is angry at a female gorilla.

18. The female gorilla is angry at another female gorilla.

19. The male gorilla is showing his annoyance at you by using coughing and gaze aversion.

20. The female gorilla is showing her annoyance at you by coughing and gaze aversion.

21. The male gorilla is showing his anger at you by bluff charging and beating his chest.

22. The female gorilla is showing her anger at you by bluff charging and beating her chest.

23. Gorillas relate to each other using a dominance hierarchy.  At the top are the silverbacks, then the males, then the females, and finally the juveniles are at the bottom.

24. Male silverback gorilla.

25. Male blackback gorilla.

26. Female gorilla.

27. Juvenile gorilla.

PERSONAL SPACE SETTINGS

	
	Silverback
	Female

	Front personal space radius

((0(-45()
	3.5 meters
	2.6 meters

	Side personal space radius

((45(-135()
	2.6 meters
	2.0 meters

	Rear personal space radius

((135(-180()
	2.0 meters
	1.4 meters

	Staring personal space radius
	9.0 meters
	6.5 meters

	Length of time to be stared at before becoming annoyed
	5 seconds
	10 seconds

	Length of time spent annoyed before coughing & gaze aversion
	2.5 seconds
	5 seconds

	Length of time spent coughing before becoming angry
	5 seconds
	5 seconds

	Length of time spent annoyed after annoyance cause disappears
	15 seconds
	10 seconds

	Field of view in which staring gorillas are noticed
	((0(-90()
	((0(-90()
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	    (Face_Pattern "/")
	    (Line_Pattern  "---")
	    (Line_Weight 1)
	    (User_Options "ldfill=1,solidfill=1")
	    (Segment "" (
	      (Polygon ((-0.679966 -0.59997 0) (0.79996 -0.59997 0) (0.79996 
		 0.59997 0) (-0.679966 0.59997 0)))))))
	  (Segment "legend box" ())
	  (Segment "legend" (
	    (Window_Pattern "clear")
	    (Window -1 1 -1 1)
	    (User_Options "viewinfigurecoord=1")
	    (Front ((Segment "box1" ())
	      (Segment "symbol1" ())))))))))
      (Segment "object" (
	(Front ((Segment "frame" (
	    (Window_Pattern "clear")
	    (Window -1 1 -1 1)
	    (Front ((Segment "tick" (
		(Front ((Segment "set1" (
		    (Color_By_Index "Face Contrast,Line,Text,Edge" 1)
		    (Edge_Pattern  "---")
		    (Edge_Weight 1)
		    (Line_Pattern  "---")
		    (Line_Weight 1)
		    (Text_Alignment "^*")
		    (Text_Font "name=arial-gdi-vector,size=0.02897 sru")
		    (Segment "" (
		      (Selectability "polygons=on!,text=off")
		      (Visibility "polygons=off")
		      (Text_Alignment "v<")
		      (Text_Path 1 0 0)
		      (User_Options "polygon=3,linect=2,charct=14")
		      (Polygon ((0.338609 -0.64661 0) (0.501349 -0.64661 0) 
			 (0.501349 -0.786748 0) (0.338609 -0.786748 0)))
		      (Renumber (Text 0.338609 -0.77507 0 "Pretest") 2 "L")
		      (Renumber (Text 0.338609 -0.705001 0 "Test B") 1 "L")
		      (Segment "raw" (
			(Visibility "off")
			(Renumber (Text 0 0 0 "Test B Pretest") 1 "L")))))
		    (Segment "" (
		      (Selectability "polygons=on!,text=off")
		      (Visibility "polygons=off")
		      (Text_Alignment "v<")
		      (Text_Path 1 0 0)
		      (User_Options "polygon=3,linect=2,charct=14")
		      (Polygon ((-0.381355 -0.64661 0) (-0.218615 -0.64661 0) (
			 -0.218615 -0.786748 0) (-0.381355 -0.786748 0)))
		      (Renumber (Text -0.381355 -0.77507 0 "Pretest") 2 "L")
		      (Renumber (Text -0.381355 -0.705001 0 "Test A") 1 "L")
		      (Segment "raw" (
			(Visibility "off")
			(Renumber (Text 0 0 0 "Test A Pretest") 1 "L")))))
		    (Segment "major" (
		      (Segment "" (
			(Front ((Polyline ((0.419979 -0.59997 0) (0.419979 
			     -0.639968 0)))))))
		      (Segment "" (
			(Front ((Polyline ((-0.299985 -0.59997 0) (-0.299985 
			     -0.639968 0)))))))))
		    (Segment "minor" ())))
		  (Segment "set2" (
		    (Color_By_Index "Face Contrast,Line,Text,Edge" 1)
		    (Edge_Pattern  "---")
		    (Edge_Weight 1)
		    (Line_Pattern  "---")
		    (Line_Weight 1)
		    (Text_Alignment "*>")
		    (Text_Font "name=arial-gdi-vector,size=0.02897 sru")
		    (Segment "" (
		      (Text -0.719964 0.579971 0 "19")))
		    (Segment "" (
		      (Text -0.719964 0.203855 0 "14")))
		    (Segment "" (
		      (Text -0.719964 -0.172261 0 "9")))
		    (Segment "" (
		      (Text -0.719964 -0.548377 0 "4")))
		    (Segment "major" (
		      (Segment "" (
			(Front ((Polyline ((-0.679966 0.579971 0) (-0.709964 
			     0.579971 0)))))))
		      (Segment "" (
			(Front ((Polyline ((-0.679966 0.203855 0) (-0.709964 
			     0.203855 0)))))))
		      (Segment "" (
			(Front ((Polyline ((-0.679966 -0.172261 0) (-0.709964 
			     -0.172261 0)))))))
		      (Segment "" (
			(Front ((Polyline ((-0.679966 -0.548377 0) (-0.709964 
			     -0.548377 0)))))))))))))))
	      (Segment "grid" ())
	      (Segment "reference" ())
	      (Segment "axis" (
		(Front ((Segment "set1" (
		    (Color_By_Index "Face Contrast,Line,Text,Edge" 1)
		    (Edge_Pattern  "---")
		    (Edge_Weight 1)
		    (Line_Pattern  "---")
		    (Line_Weight 1)
		    (Text_Font "name=arial-gdi-vector,size=0.04261 sru")
		    (Segment "" (
		      (Front ((Polyline ((-0.659967 -0.59997 0) (0.779961 
			   -0.59997 0)))))))))
		  (Segment "set2" (
		    (Color_By_Index "Face Contrast,Line,Text,Edge" 1)
		    (Edge_Pattern  "---")
		    (Edge_Weight 1)
		    (Line_Pattern  "---")
		    (Line_Weight 1)
		    (Text_Font "name=arial-gdi-vector,size=0.04261 sru")
		    (Text_Path 6.12303e-17 1 0)
		    (Segment "" (
		      (Front ((Polyline ((-0.679966 -0.579971 0) (-0.679966 
			   0.579971 0)))))))))))))))))
	  (Segment "data" (
	    (Window_Pattern "clear")
	    (Window -0.66 0.78 -0.58 0.58)
	    (User_Options "isdata=1,viewinfigurecoord=1")
	    (Front ((Segment "box1" (
		(Visibility "faces=off")
		(Color_By_Index "Face Contrast,Line,Edge" 1)
		(Color_By_Index "Face" 0)
		(Edge_Pattern  "---")
		(Edge_Weight 1)
		(Line_Pattern  "---")
		(Line_Weight 1)
		(Front ((Segment "group1" (
		    (Visibility "faces=on")
		    (Color_By_Index "Face" 15)
		    (Face_Pattern "solid")
		    (User_Options "ldfill=0,solidfill=1")
		    (Segment "" (
		      (Front ((Polyline ((-0.499975 -0.0376116 0) (-0.499975 
			   0.351474 0)))))))
		    (Segment "" (
		      (Front ((Polyline ((-0.499975 -0.297002 0) (-0.499975 
			   -0.686088 0)))))))
		    (Segment "" (
		      (Polygon ((-0.649967 -0.297002 0) (-0.349982 -0.297002 0)
			(-0.349982 -0.0376116 0) (-0.649967 -0.0376116 0)))))
		    (Segment "median" (
		      (Segment "" (
			(Front ((Polyline ((-0.649967 -0.167307 0) (-0.349982 
			     -0.167307 0)))))))))))
		  (Segment "group2" (
		    (Visibility "faces=on")
		    (Color_By_Index "Face" 15)
		    (Face_Pattern "solid")
		    (User_Options "ldfill=0,solidfill=1")
		    (Segment "" (
		      (Front ((Polyline ((0.499975 0.221779 0) (0.499975 
			   0.351474 0)))))))
		    (Segment "" (
		      (Front ((Polyline ((0.499975 -0.167307 0) (0.499975 
			   -0.556392 0)))))))
		    (Segment "" (
		      (Polygon ((0.349982 -0.167307 0) (0.649967 -0.167307 0) (
			 0.649967 0.221779 0) (0.349982 0.221779 0)))))
		    (Segment "median" (
		      (Segment "" (
			(Front ((Polyline ((0.349982 0.0920836 0) (0.649967 
			     0.0920836 0)))))))))))))))
	      (Segment "symbol1" (
		(Segment "points" (
		  (Color_By_Index "Marker" 1)
		  (Marker_Size 0.421875)
		  (Marker_Symbol "@")
		  (User_Options "canbrush=1,brushsetup=0,grouping=0")
		  (Segment "" (
		    (Marker_Size 0.50625)
		    (Marker_Symbol "*")
		    (User_Value 17)
		    (Marker 0.499975 0.870255 0)))
		  (Segment "" (
		    (Marker_Size 0.50625)
		    (Marker_Symbol "*")
		    (User_Value 10)
		    (Marker -0.499975 -0.945478 0)))))))))))))))
      (Segment "labels" (
	(Window_Pattern "clear")
	(Window -1 1 -1 1)))
      (Segment "annotation" (
	(Window_Pattern "clear")
	(Window -1 1 -1 1)
	(Front ((Segment "text1" (
	    (Color_By_Index "Text" 1)
	    (Text_Alignment "^*")
	    (Text_Font "name=arial-gdi-vector,size=0.04431 sru")
	    (Segment "" ())))
	  (Segment "text2" (
	    (Color_By_Index "Text" 1)
	    (Text_Alignment "^*")
	    (Text_Font "name=arial-gdi-vector,size=0.03068 sru")
	    (Segment "" ())))
	  (Segment "marker1" (
	    (Color_By_Index "Marker" 2)
	    (Marker_Size 0.3375)
	    (Marker_Symbol "@")
	    (Segment "" (
	      (Marker 0.419979 0.0319161 0)))
	    (Segment "" (
	      (Marker -0.299985 -0.124752 0)))))))))))))
  (Segment "annotation" (
    (Window_Pattern "clear")
    (Window -1 1 -1 1)
    (User_Options "toplayer=1")))))
��� "      Pretest Results Distr
ibutions") 1 "L")
	      (Segment "raw" (
		(Visibility "off")
		(Renumber (Text 0 0 0 "      Pretest Results Distributions") 1 
		 "L")))))))
	  (Segment "text2" (
	    (Color_By_Index "Text" 1)
	    (Text_Alignment "^*")
	    (Text_Font "name=arial-gdi-vector,size=0.03068 sru")
	    (Segment "" (
	      (Selectability "polygons=on!,text=off")
	      (Visibility "polygons=off")
	      (Text_Alignment "v<")
	      (Text_Path 1 0 0)
	      (User_Options "polygon=3,linect=1,charct=38")
	      (Polygon ((-0.344993 0.797447 0) (0.344993 0.797447 0) (0.344993 
		 0.696971 0) (-0.344993 0.696971 0)))
	      (Renumber (Text -0.344993 0.72209 0 "(means are indicated by soli
d circles)") 1 "L")
	      (Segment "raw" (
		(Visibility "off")
		(Renumber (Text 0 0 0 "(means are indicated by solid circles)")
		 1 "L")))))))
	  (Segment "marker1" (
	    (Color_By_Index "Marker" 2)
	    (Marker_Size 0.3375)
	    (Marker_Symbol "@")
	    (Segment "" (
	      (Marker 0.419979 0.0319161 0)))
	    (Segment "" (
	      (Marker -0.299985 -0.124752 0)))))))))))))
  (Segment "annotation" (
    (Window_Pattern "clear")
    (Window -1 1 -1 1)
    (User_Options "toplayer=1")))))
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