
When it is expected that experimental data fit a linear relationship the data, in the most elementary treatment, is plotted and the “best” straight line is drawn through the data points. From this “best” straight line the slope and intercept may be obtained and these quantities usually reveal significant information about the situation under experimental investigation. Unfortunately the “best” straight as drawn by hand is not very precisely defined and as you might guess it is possible to attach specific meaning to what is met by “best”.

As you may be aware there are many computer programs that allow you to fit data in various ways and indeed Excel, which is ubiquitous, is just such a program. What does Excel do to calculate that best fit? To answer this question let us begin by remembering the most general equation for a straight line is y = mx + b, where m is the slop and b is the intercept. Thus there are exactly two parameters what determine a line; m the slope and b the intercept, more specifically the y intercept. These parameters may be varied and it is desired for a given set of data to find m and b, which in some sense give the best possible fit. Recognizing this one must next ask what criterion can be used to select m and b to give this “best” fit? 

Assume that data has been obtained for which a linear fit is expected, for example the force as a function of elongation for a spring. Let the data be represented by values of yi and xi, where yi corresponds to the applied force and xi the resultant elongation. Assume the best straight line for this data is y = mx +b. How do we determine m and b? 

If the data is exact and each pair of experimental points were on the line given by y = mx + b then for every pair of experimental points:
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However this is very likely not to be the case. The experimental points will generally lie scattered above and below the line, so define di as the deviation of the actual point form the best line. 



[image: image2.wmf]
 MACROBUTTON MTPlaceRef \* MERGEFORMAT (1.2)

In general di will not be zero, however the sum of all the di’s is zero (exercise 1) , so using di directly is not very useful. However the square of di’s is positive definite and thus the square error cannot sum to zero.  Let D(m,b) define the square error for the data:
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Expression (1.3) can be rearranged in a more convenient way as:
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D(m,b) is a function of the parameters m and b and the sums are simply numerical coefficients that of course depend on the experimental data points. So how do we choose the value of m and b? Evidently this is a max-min problem in two variables and thus the partial derivatives of D with respect to m and b when set equal to zero will yield a set of equations that can be solved for m and b to ensure that (1.4) is a minimum. In order to simplify the calculation let the sums be replace by capital letters as Y2, Y, XY, X and X2, so that (1.4) and it derivatives become:
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Equation (1.5) represents a pair of equations with two unknowns, so all that remains is to obtain explicit numerical expression for m and b and the task is complete provided we can show this is in fact a minimum.  The equations in (1.5) may be rearranged so that the inhomogeneity is on the right and the variables on the left giving a set of simultaneous equations:
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Equation (1.6) is the customary solution of a set of linear equations using Cramer’s rules. The solution for m and b is at best tedious so it is indeed nice to be able to let a computer carry out the computation. More important it is essential that you understand what is going on behind the scenes so to speak.  To illustrate the pain consider the data below and the corresponding calculation.

Example Calculation

The following data was obtained for a spring subject to various applied forces:

	Force
	Elongation

	y
	x

	1.96
	0.20

	3.92
	0.40

	4.90
	0.60


From these values the various quantities needed for the evaluation of m and b are computed in the next table and finally the numbers are used calculate m and b.  Even for such a small number of data points this represents a very tedious calculation.
	Number
	3

	Y Squared
	43.22

	Y Sum
	10.78

	XY Sum
	4.38

	X Sum 
	1.09

	X Squared
	0.56

	 
	 

	Del
	0.24

	m
	7.35

	b
	.653


Hence for the data the best fit is a line whose slope is 7.35 with an intercept of .65. If you have any doubt that this calculation is tedious try it without the aid of a calculator or spreadsheet.  The purpose of this section is to illustrate the method of the least square fit giving you an idea of the basis for the claim that it does represent the best fit and gives one a firm basis for “drawing the best line” through a set of data that appears linear.

Exercises

1. If y = mx + b is the best fitting straight line in the sense of least squares, show that the sum of the deviations is zero, that is:



[image: image7.wmf]
 MACROBUTTON MTPlaceRef \* MERGEFORMAT (1.7)

This means the positive and negative deviations cancel. Problem taken from Calculus and Analytic Geometry by George B. Thomas, The Classic Edition page 515.

2. Show that the points
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lie on the straight line y = mx + b, which is determined by the method of least squares. This means the “best fitting” line passes through the center of gravity of the n points. Problem taken from Calculus and Analytic Geometry by George B. Thomas.

3. Extend the method of least squares to data points expected to lie on a parabola whose most general form is y = ax2 + bx + c. The parameters sought are a, b, and c. The solution follows exactly that shown above.

PAGE  
1

_1183375866.unknown

_1183376687.unknown

_1183384337.unknown

_1183384492.unknown

_1183376632.unknown

_1183366566.unknown

_1183371267.unknown

_1183365757.unknown

